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Preface

The AICTE Sponsored Third International Conference on Computational Intelli-
gence & Data Engineering (ICCIDE 2020) took place on 8 and 9 August 2020 at
Vasavi College of Engineering (VCE), Autonomous at Ibrahimbagh, Hyderabad,
Telangana, India. ICCIDE is conceived as a forum for presenting and exchanging
ideas, which aims at resulting in high-quality research work in cutting edge
technologies and most happening areas of Computational Intelligence and Data
Engineering.

The conference solicited latest research ideas on Computational Intelligence
and Data Engineering, thus inviting researchers working in the domains of
Machine Learning, Bayesian Networks, Computational Paradigms and Computa-
tional Complexity, Rough Sets, Semantic Web, Knowledge Representation, Fuzzy
Systems, Soft Computing, Data Models, Ubiquitous Data Management, Mobile
Databases, Data Provenance, Workflows, Cloud Computing, Bigdata Analytics,
Scientific Data Management, and Security.

The sincere effort of the program committee members coupled with indexing
initiatives from Springer have drawn a large number of high-quality submissions
from scholars all over India and abroad. A thorough peer-reviewed process has been
carried out by thePCmembers andby external reviewers.While reviewing the papers,
the reviewers mainly looked at the novelty of the contributions, besides the technical
content, the organization and the clarity of the presentation. The entire process of
paper submission, review, and acceptance process was done electronically.

The Technical Program Committee eventually could identify 38 papers for publi-
cation out of 151 submissions. The resulting acceptance ratio is 25.16%, which is
healthy and quite good in this third International conference.

The program also includes seven keynote addresses, by Prof. Rajkumar Buyya
(The University of Melbourne, Australia), Dr. P. Sateesh Kumar (Department of
Computer Science & Engineering, IIT Roorkee, India), Prof. Maode Ma (Nanyang
Technological University, Singapore), Prof. Atul Negi (University of Hyderabad,
India). Mr Aninda Bose (Senior Publishing Editor, Springer New Delhi, India), Dr.
K. Raghavendra (Head High Performance Computing and Drones, Advanced Data
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vi Preface

ProcessingResearch Institute (ADRIN), ISRO), and Prof.GiuseppeDi Fatta (Univer-
sity of Reading, London). The Conference is structured with eight technical sessions
which are chaired by distinguished faculty of outstanding institutions in the country.

We eventually extend our gratitude to all the members of the Program Committee
and the external reviewers for their excellent and time-bound review work. We thank
AICTE, who have sponsored this conference under the scheme of GOC. We are
thankful to the entire management of Vasavi College of Engineering, Sri P. Balaji,
CEO, and Prof. S.V. Ramana, Principal, for their patronage and continual support to
make the event successful. We appreciate the initiative and support fromMr. Aninda
Bose and his colleagues in Springer Nature for their strong support toward publishing
this volume in the Lecture Notes on Data Engineering and Communications Tech-
nologies (LNDECT) series of Springer Nature. Finally, we thank all the authors
without whom the conference would not have reached the expected standards.

Kolkata, India
Szczecin, Poland
Amaravati, India
Hyderabad, India

Nabendu Chaki
Jerzy Pejas

Nagaraju Devarakonda
Ram Mohan Rao Kovvur
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Autonomous Obstacle Avoidance Robot
Using Regression

Vakada Naveen , Chunduri Aasish , Manne Kavya ,
Meda Vidhyalakshmi , and Kl Sailaja

Abstract Obstacle avoidance is considered as one of the main features of
autonomous intelligent systems. There are various methods for obstacle avoidance.
In this paper, obstacle avoidance is achieved by the difference between left wheel
velocity and right wheel velocity of differential drive robot. The magnitude of differ-
ence between the wheel velocities is used to steer the robot in the correct direction.
Data is collected by driving the robot manually. Ultrasonic sensors are used for
distance measurement and IR sensors are used to collect the data of wheel velocities.
This data is used to build a linear machine learning model which uses sonar data as
input features. The model is used to predict the wheel velocities of the differential
drive robot. The model built is then programmed into Atmega328 microcontroller
usingArduino IDE. This enables themobile robot to steer itself to avoid the obstacles.
Since all the components used for this robot are highly available and cost-effective,
the robot is economically affordable.

Keywords Obstacle avoidance · Autonomous mobile robot · Arduino ·
Nodemcu · Raspberry pi · Machine learning · Regression · Stochastic gradient
descent · Pseudoinverse
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2 V. Naveen et al.

1 Introduction

Robotics has transformed and revolutionized industries in various fields. One of the
recent trends in robotics is autonomous robots. They have gained much popularity
because manual intervention is not required to control the robot. These robots can
take decisions by themselves. They use a variety of sensors to sense the changes in
their environment. Machine learning and artificial intelligence allow these robots to
take decisions by themselves and maintain high degree of autonomy.

Autonomous robots have been useful in developing self-driving cars, intelligent
rovers, autonomous delivery systems, unmanned vehicles, surveillance robots etc.
These wide arrays of applications led to the increase in research community of
autonomous systems.

Obstacle avoidance is considered as one of the important features of autonomous
mobile robots. Various algorithms have been successful in achieving obstacle avoid-
ance for mobile robots autonomously. In the paper “The Obstacle Detection and
Obstacle Avoidance Algorithm Based on 2-D Lidar” [1], Peng Yan et al. used a 2D
LIDAR sensor with a measuring range of up to 80 m. They proposed a simple solu-
tion using visibility graph method. Using raw data from LIDAR sensor, the position
and shape of the obstacle is found out. Then, optimum direction is selected by using
a cost function.

Another method to avoid obstacles is by using image processing. Cheng-Pei et al.
[2] proposed a solution for obstacle avoidance using single camera. They have used
a camera and two laser projectors fixed on same base. They have used image-based
distance measurement system (IBDMS) to find the location of obstacles from the
image. It consists of simple image processing steps. Path planning is also done to
achieve autonomous patrol.

One of the easiest ways to detect obstacles is by using ultrasonic sensor. It gives
the range of obstacles in front of it. Jin, Yun et al. [3] developed an omnidirectional
intelligent obstacle avoidance system. They used an ultrasonic sensor supported by
PWM servo motor which helps it to rotate in any direction. The obstacle distances
measured by the ultrasonic sensor are stored in an array for selecting an optimal path.
The intelligent car will move in the direction obtained by minimizing the objective
function [3].

Wu, Ter Feng et al. [4] also used ultrasonic sensors to implement a real-time object
avoidance system for wheeled robots. They used six ultrasonic sensors to measure
the distance between the robot and the obstacles. It uses a wall following method to
achieve optimal path design. But the robot may or may not reach the target, which
is a drawback of that system.

In the paper “Video surveillance robot control using smart phone and Raspberry
pi,” Bokade et al. [5] has created a robot which can be controlled by using the mobile
phone. They have used raspberry pi to control the robot through wireless connection.
The streaming speed of the video is 15 frames per second.
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Singh et al. [6] proposed a wireless robot to live stream both video and audio. The
robot can be used as a surveillance robot. A web application is developed to control
the robot wirelessly. Arduino Uno R3 board is used to control the mobile robot.

Kadiam et al. [7] developed a robot that can be used for video surveillance using
wifi and raspberry pi. Theyhave usedARM11processor and aUSBcamera to capture
the video. The USB camera is connected to Raspberry pi. The video is then used for
extracting useful information using data mining techniques and pattern recognition.
This process can be often termed as smart surveillance [8].

Lei Tai [9] et al. in his paper proposed a deep network solution for obstacle
avoidance of the robot. Theyused convolutional neural networks for capturing images
as input and for the decision-making process which is an output that gives commands
to the robot in which direction it should move while avoiding the obstacles. The
dataset that has been used for training the network has been collected by moving
the robot manually by avoiding the obstacles. The robot is confined to avoid the
obstacles in the indoor environment. Themodel showshigh similarity betweenhuman
decisions and robot decisions while avoiding the obstacles.

ShichaoYang [10] et al. predicted the trajectory of the robots to avoid the obstacles
using deep networks. The detection of the obstacles and generating the commands
to the robot is done from the monocular images. The dataset that is used for training
the model is NYUv2 RGB-D. Convolutional neural networks are used to predict the
depth and surface normal and also to predict the trajectory of the robot. The 3D cost
functions are used which helps in choosing the best trajectory path.

Wilbert G [11] et al. proposed a system for obstacle avoidance for unmanned aerial
vehicles. The input images are taken from the camera and compared to the images
that are stored in the database. They include SURF which detects the obstacles and
avoid them using the control law. The UAVs recovers the path after avoiding an
obstacle. The proposed system is faster in detecting the obstacles and flexible.

Mihai Duguleana [12] et al. proposed a new methodology for solving the issue of
autonomous development of robots that contain both static and dynamic obstructions.
They proposed path planning with artificial intelligence approaches.They designed
a trajectory planner algorithm so that robot can be maintained at any speed. They
modeled the robot in VR and MATLAB and they also tested in both VR and in real
environment.

Punarjay Chakravarty [13] et al. proposed CNNArchitecture for predicting depth
estimation from a single image. They proposed control algorithm for estimating
depth for guiding a quadrotor away from obstacles. They collected data, that is,
online images, trained the network, and controlled the drone. They calculated the
performance of the depth network in navigating the drone in different environments.

Wilbert G.Aguilar [14] et al. proposed an algorithm for obstacle avoidance system
for unmanned aerial vehicles using one-eyed camera. They also tested the execu-
tion system including the obstacle detection and obstacle avoidance. They proposed
Speeded up Robust Features (SURF) algorithm that is matching across the image
fromdatabase and real-time image atUnmannedAerial Vehicles, this algorithmgives
the high execution considering the accuracy.
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2 Methodology

In this paper, ultrasonic sensors are used to collect data related to a range of the
obstacles and IR sensors to measure the wheel velocities. Unlike other methods, we
use the collected data to build a machine learning model, which takes ultrasonic
sensor data as input feature and predicts the left wheel velocity and right wheel
velocity. The entire process of building the autonomous obstacle avoidance robot is
divided into three phases as shown in Fig. 1.

Data is required to build a machine learning model to achieve obstacle avoidance.
We used two sensors for collecting the data. They are ultrasonic sensor and IR sensor.
The two sensors are placed on the mobile robot. Raspberry pi is used to collect the
data from these sensors.

The ultrasonic sensors are used to collect the range of obstacles in the front
direction. IR sensors are used to collect the rpm of left wheel and right wheel. Rpm
values can be converted to into speed in meters per second using formula 1.

Fig. 1 Overview of building
the autonomous object
avoidance robot
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speed = 3.14159 ∗ D

100
∗ RPM

60
(1)

The circuit diagram for the sensors and raspberry pi is shown in the Fig. 2. Note
that the ultrasonic sensors is placed in the front side of the mobile robot and IR
sensors are placed facing towards the wheels of the mobile robot as shown in the
Fig. 3.

The mobile robot is controlled by NodeMCU [16]. The DC motors of the mobile
robot are connected to NodeMCU as shown in Fig. 3. The circuit diagram for the
DC motor connections with NodeMCU is shown in Fig. 4.

NodeMCU is connected to a mobile app which controls the mobile robot by
changing the wheel velocity from the app. This helps in the manual training of the
robot. The app which controls the mobile robot during training phase is should in

Fig. 2 Raspberry pi and sensors connection

Fig. 3 Position of sensors on the mobile robot
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Fig. 4 DC motor and NodeMCU connections

Fig. 5. The android application can be built using MIT app inventor tool [17]. The
connections of android app and Nodemcu are shown in Fig. 6.

Algorithm to train the mobile robot manually and the collect the sensor data:
1. Turn on the mobile robot by powering it with a battery or a power bank.
2. Connect to themobile robot from the android application by using the IP address

of NodeMCU.
3. Control the movement of the mobile robot manually by using the android

application.
4. Avoid obstacles by controlling themobile robot only in one direction, i.e., either

left or right. Here, let us choose right direction only.
The data collected during the training phase is stored as a dataset in raspberry pi.

The features stored in the dataset include obstacle distance in centimeters, left wheel
speed and right wheel speed in terms of rpm. The sample dataset is shown in Table 1.

The flow chart for the data collection phase is shown in Fig. 7.
The dataset collected from the training phase is used to train the regression model.

The input features for the training model is object range. We use this single feature
to predict the left wheel velocity and right wheel velocity of the mobile robot. The
flowchart for model building phase is shown in Fig. 8.

The machine learning model used for predictions is linear regression model. We
use a simple linear model of degree ‘d’ to predict the left wheel velocity and right
wheel velocity. The model used for the velocity prediction is shown below.

Model equations for wheel velocity:
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Fig. 5 Android app to control the mobile robot manually

Fig. 6 Connections between android application and nodemcu

V [L] = W0 + W1 ∗ x + W2 ∗ x2 + . . . + Wdd

V [L] = W ′0 + W ′1 ∗ x + W ′2 ∗ x2 + . . . + W ′dd

V[l] = velocity of the left wheel
V[r] = velocity of the right wheel.
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Table 1 Sample dataset for
the machine learning model

Sonar Distance (cm) Left wheel
velocity(rpm)

Right wheel
velocity(rpm)

30 1000 1000

25 950 950

23 900 855

21 850 800

15 800 500

10 800 200

Fig. 7 The analysis diagram for phase 1

Fig. 8 Pseudo inverse algorithm to find weights of the model
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where w0, w1,w2…wd, w’0, w’1, w’2…w’d are the parameters of the model which
are found out using stochastic gradient descent algorithm. Pseudoinverse algorithm
can also be used to findout theweights ‘w.’ The equation to findoutwusing stochastic
gradient descent algorithms is shown below.

Updated rule for weights in stochastic gradient descent:
Error function E =

∑
Ei

n

Ei = (y − yd)2

Y = predicted velocity
Yd = desired velocity
w[i] = w[i] – η * dw[i]

where ‘η’ is a chosen parameter called learning rate which varies between 0 and 1
and dw[i] is the gradient of the error function corresponding to the weight w[i].

By iteratively updating the weights, the error function is minimized and the
optimal weights are found out for the model.

The final model obtained by the optimal weights can be used in the mobile robot
to achieve the obstacle avoidance algorithm.

Theotherway tofind theweights of themodel is using the pseudoinverse algorithm
shown in Fig. 8.

3 Obstacle Avoidance Algorithm

There are three ultrasonic sensors placed on the mobile robot during testing phase
on the front, left, and right sides.

The obstacle avoidance algorithm for the mobile robot is shown below:

1. Read the distance value from front side ultrasonic sensor of the mobile robot.
2. If the distance is greater than 25 cm, set the left wheel velocity and the right

wheel velocity of the mobile robot as follows, otherwise go to step 3.

V[l] = V[r] = 1000
Here, 1000 is the pwm value sent to the DC motors.

3. If the distance is less than 25 cm, then read the distances values of ultrasonic
sensors from left and right sides of the mobile robot.

dl = left side distance of the obstacle
dr = right side distance of the obstacle

(a) If dl < 10 cm and dr > 10 cm, then the robot should turn right side. We use
the machine learning model to calculate the wheel velocities using right turn
model.

(b) If dl > 10 cm and dr < 10 cm, then the robot should turn left side. We use the
machine learning model to calculate the wheel velocities using the right turn
model and interchange the left and right wheel velocities.
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Fig. 9 Circuit diagram for implementing autonomous mobile robot

(c) If dl < 10 cm and dr < 10 cm, the robot turns backward. We set one of the wheel
velocity to 0 and the other wheel velocity to 1000 for 2 s to turn the mobile
robot in the backward direction.

The robot avoids the obstacle by changing its direction based on the magnitude of
difference between the left wheel velocity and right wheel velocity. Thus, obstacle
avoidance is achieved using the given object avoidance algorithm.

4 Implementing Obstacle Avoidance

The circuit for implementing the autonomous mobile robot is shown in Fig. 9.
The Arduino board [15] contains the code for implementing the linear regression

model by substituting the distance value of the ultrasonic sensors. The arrangement
of sensors over the mobile robot should as shown in Fig. 3.

5 Results and Analysis

The accuracy of the obstacle avoidance model depends on the accuracy of training
data collected during the training phase. The model built using degree 3 linear equa-
tions performs better than the degree 2 model. The algorithm used is very simple
to implement. The time complexity of the algorithm to predict the wheel velocities
is O(1). We get the prediction instantaneously which makes it suitable for real-time
obstacle avoidance.

The testing phase of the robot is shown in Figs. 10 and 11.
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Fig. 10 Robot approaching the obstacle

Fig. 11 Robot avoiding the obstacle

6 Conclusion and Future Scope

In this paper, an autonomous obstacle avoidance robot is developed which is suitable
for real-time applications. The robot developed serves as a prototype for implemen-
tation in real time applications. The robot can explore unknown environments and an
IP cam can be placed on it for remote surveillance of the area. There are various appli-
cations for these types of robots in military vehicles, surveillance robots, unmanned
vehicles, and self-driving cars.
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An IP camera can be placed on the mobile robot which can be connected to
a mobile application which enables live streaming of the surveillance area by
connecting to the internet. The video data collected can be given as input to data
mining algorithms and pattern recognition algorithms to extract useful information.
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ABC-BSRF: Artificial Bee Colony
and Borderline-SMOTE RF Algorithm
for Intrusion Detection System on Data
Imbalanced Problem

Pullagura Indira priyadarsini

Abstract In the current scenario, machine learning techniques are advantageous
for making better decisions. They indeed are important and achieve better results in
Intrusion Detection Systems (IDSs). Even though prominent classifiers may produce
outstanding results regarding the majority classes, they are biased. Remarkably, the
Imbalanced aspect of data leads to generate inaccurate results since the minority
classes are not adjudicated properly and result in misclassification costs. In this
paper, the classification problems due to imbalanced data are effectively addressed
by the latest evolving techniques. To overcome this difficulty and improve the model
performance, an acute algorithm, named Artificial Bee Colony Borderline SMOTE
on Random Forests (ABC-BSRF) is proposed. It constitutes Artificial Bee Colony
(ABC analysis) for Feature selection and Borderline SMOTE through random forests
for oversampling.The results are comparedwith individual classifiers such asSupport
VectorMachines (SVMs), Decision Trees, andK-nearest neighbor (KNN). Observed
results inferred from the experimentations done on KDD cup 99 dataset have proved
that our proposed work can be excellently resolving the issue of imbalanced data.
The ROC curve, F1 score, Precision, Recall, and AUC have shown noticeable results
in contrast with other traditional methods.

Keywords Area under curve, artificial bee colony · Borderline SMOTE · Decision
trees · K-nearest neighbor ·Machine learning · Intrusion detection · Imbalanced
data set · Oversampling algorithm · Random forest

1 Introduction

With the huge advancement of technology, enterprises are constantly stacking up
massive information from numerous sources. Congregating, preprocessing, and then
cataloguing these chock-full amounts of data are a toughened problem in recent
times. In this respect, advanced machine learning techniques are robust to handle
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such overwhelming data. In the branch of data mining, Classifier learning with data
sets that undergo imbalanced class distributions is an interesting point at issue [1].
Such a one arises if the number of examples that denote one class is much lesser than
the ones of the other classes [2]. Its existence in several real-world applications such
as text classification, fraud detection, and medical diagnosis has fetched the progress
of attention from analysts. Considerably, a Classifier inclines to benefit the majority
class. Whenever samples in the data set are uneven, there is a strong possibility that
the classification function will end in false outcomes. Correspondingly in machine
learning, the ensemble of oneormore classifierswill augment the accuracy rather than
neither of the individual classifiers and also solves the imbalanced class distribution
hindrance. There are several novel ensemble learning algorithms that are instigated
[3–6]. The performance of data mining algorithms deteriorates when the data set is
imbalanced [7]. Thereupon, an apt model is a prerequisite to act on this difficulty.

Prevailing classification algorithms deteriorate if the data is skewed toward one
class. One of the solutions to this dispute is sampling. It is a common action intended
for exterminating the imbalance problem in various fields. Generally, sampling is
of two types: oversampling and undersampling. There are several techniques to
cope with unbalanced data. There is no technique which is good to work consis-
tently better in all settings. At recent times, numerous oversampling techniques
were proposed namely Synthetic Minority Oversampling Technique (SMOTE) [8],
Borderline SMOTE [12], and random oversampling. Their predominance is that
no data is lost. SMOTE is normally considered as a stereotype for oversampling
algorithms [9–11]. SMOTE yields synthetic minority samples.

Furthermore, another issue which declines classification performance is data
dimensionality. A data set with a plethora of features which are irrelevant or redun-
dant leads to degradation of classification efficiency. Likewise, the Intrusion Detec-
tion System (IDS) data set is enormous and takes more time to get categorized. With
this in mind, several feature selection methods are applied for preventing these irrel-
evant/redundant features without dropping IDS efficiency. Still noticing the features
allied to the feature selection like simple to classify, shorten the processing time and
improvise the classification proficiency and accuracy rate. Feature selection approach
for IDS is determining [13, 14].

To overcome the abovementioned issues, Artificial Bee Colony Borderline
SMOTEwith Random Forests (ABC-BSRF) algorithm is proposed. It includes three
principal phases: preprocessing, feature selection, and oversampling with classifi-
cation for intrusion detection. The first phase is very essential for any data mining
problem. The chosen data set KDDCup 99 [15] is the typical data set for the Intrusion
Detection System (IDS). The second phase is selecting features using Artificial Bee
Colony optimization (ABC optimization). The third phase is applying oversampling
technique Borderline SMOTE with random forests for classification of intrusion
and normal data. Various experimentations, against three formal feature selection
methods, are done to verify the observable results obtained. The Predictions are
compared with individual classifiers Support Vector Machines (SVMs), K-nearest
neighbor (KNN), and Decision Trees. This paper is well-arranged and supervened
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below. Section 2 will summarize the literature related to this area. The related algo-
rithms are outlined in Sect. 3. And the propounded algorithm is given in Sect. 4.
Experiments conducted and results inferred are depicted in Sect. 5. Conclusion and
perspectives are drafted in Sect. 6.

2 Related Work

An Imbalanced problem in IDS is professed in lots of existing effective methods. In
recent researches, Gaffer et al. [16] have given a novel fitness function for dealing
with the problem of imbalanced data on KDD Cup 99 data set and have shown
noticeable results. The works of Thomas et al. [17] have provided data-dependent
decision fusion strategy and then different weights are remitted to the corresponding
IDS. The fusion augments the weighted results to provide a single conclusion that
is superior to existing IDSs and other existing ensemble techniques like OR, AND,
ANN, and SVM. Mohammad et al. [18] have given a hybrid approach which is a
combination of SMOTE and CANN (Cluster Center and Nearest Neighbor). It used
Leave One Out method (LOO) for selecting important features in the NSLKDD data
set.

Similarly, Ofek et al. [19] projected a fast clustering method built on the under-
sampling strategy for the binary-class imbalanced dilemma. An explicit classifier is
accomplished for each cluster and outcomes areweighted. Verbeke et al. [20] demon-
strated an oversampling method which copies the minority data to the training set.
They indicated that simply oversampling the minority class with similar data (copied
tuples) hasn’t shown noticeable enhancement in the outcome of the classifier.

Some of the other oversampling techniques include Adaptive Synthetic Sampling
(ADASYN), Mega-trend Diffusion Function (MTDF), and CUBE approach.
ADASYN is also a powerful oversampling technique which progresses the learning
in an effectual mode [21]. MTDF was first proposed by Li et al. [22] for estimating
the domain range of a data set and obtaining artificial samples for training the
Backpropagation Neural Network (BPNN). Its purpose is to balance the data set.
MTDF oversampling is also combined with the Hybrid SVM data reduction tech-
nique [23]. CUBE is also an alternate oversampling procedure [24]. It is constructed
as a geometric depiction of the sampling strategy. It is generalized for choosing
proximately balanced samples with equal or unequal inclusion probabilities and any
number of auxiliary variables. Japkowicz [25] has shown that both oversampling and
undersampling are eminent in treating the problem of imbalanced data.

Based on the strategy that some specific features have more tendencies in impro-
vising classification accuracy, feature selection is considered as a key step in data
mining. In a research made by Wang et al. [26], a transformation of original features
with logarithms of the marginal density ratios is done, obtaining novel, transformed
features improving the execution of an SVM model. At recent times, Hajisalem
et al. [27] illustrated a fusion of two methods such as artificial bee colony (ABC)
and artificial fish swarm (AFS) along with the fuzzy C-means clustering (FCM)
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used for dividing the training data set and correlation-based feature selection (CFS)
techniques for feature selection. Zhang et al. [28] have given a cost-based feature
selection technique with multi-objective particle swarm optimization (PSO). They
have comparedmulti-objective PSOwith numerous multi-objective feature selection
strategies tested on five benchmark data sets.

In a work done by Ren et al. [29], they have given a data augmentation method to
construct IDS, namedDO_IDS. In this, they used data sampling, iForest for sampling
data, and fusion of Genetic Algorithm (GA) and Random Forest (RF) for optimizing
sampling ratio. In the process of feature selection, a combination of GA and RF is
done for selecting the optimum feature subset. ThenDO_IDS is assessed by the intru-
sion detection data set UNSWNB15. Recently, Prudent Intrusion Detection System
(PIDS) [30] was proposed using ensemblemethodologywhichworks with Ensemble
Feature Selection (EFS) and Ensemble Classification (EC) algorithms and has shown
that ensemble outperforms other classifiers.

3 Outline of ABC Analysis, SMOTE, and Random Forests

3.1 Feature Selection: ABC Analysis

The purpose of choosing this methodology is to find the finest features for IDS
classification. For instance, in a colony, each type has its functions. It was first given
by Karaboga [31], by simulating the foragers’ behavior of obtaining food sources.
According to the emphasis of the ABC analysis, a food source specifies a solution
(for instance, food resource location) related to the problem, and the food source
nectar amount shows the quality of the solution (for instance, fitness). The ABC
procedure has four segments: initialization phase, employee bee phase, onlooker bee
phase, and scout bee phase [32]. It is an iterative method. In the ABC analysis, a
group of bee population is created where half of them are employee bees and the
other half are onlooker bees. Its advantages are a few control parameters and fast
convergence.

The common algorithmic organization of the ABC optimization method is given
as follows:

Initialization Phase:
For each solution xi(i = 1, 2, SN ) where SN is the number of solution cycle =1;
WHILE (cycle < =Maximum Cycle Number or a Maximum CPU time) DO

(1) Employed Bees Phase
(2) Onlooker Bees Phase
(3) Scout Bees Phase
(4) Memorize the best solution achieved so far
(5) cycle = cycle + 1; END WHILE
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3.2 Oversampling: Borderline Synthetic Minority
Oversampling Technique (B-SMOTE) Through Random
Forests

In general, several models yielded a bias toward the classes with the maximum
amount of samples in the case of imbalanced data. So, the model prediction cannot
be accurate. Typical imbalanced data handling approaches include oversampling and
undersampling. Yet, there are several shortcomings occurring in these two methods.
The SMOTE (Synthetic Minority Oversampling Technique) approach is the latest
one for oversampling and is given by Chawla et al. [19]. In essence, it intends
to create the decision boundaries of the minority class more generally. It removes
overfitting. The basis of this method is to produce new observations in the minority
class by incorporating the existing ones. The process is as supervened as (1) For
every observation x of the minority class, identify its K-nearest neighbor; (2) Choose
randomly a few neighbors (the number depends on the rate of oversampling); and
(3) Artificial observations are spread along the line joining the original observation
x to its nearest neighbor.

There are some of the improved algorithms such as Borderline SMOTE [12],
SMOTE–ENN [32], and so on, attaining enhanced proficiency than SMOTE. Batista
et al. [33] announced a relative analysis of numerous sample schema (i.e., Edited
Nearest Neighbor rule or ENN and SMOTE) to regulate the training set. They
detached the redundant or irrelevant data from the training data, which enhanced
the mean number of induced rules and also augmented the efficiency of SMOTE +
ENN.

Ifminority class samples of data are copied, oversamplingwill be resulting in noise
data that in turn increases the processing time, overfitting, and thus weakens the effi-
ciency. Innumerable algorithms have been recommended for progressing SMOTE.
Wang et al. [34] have stated that the SMOTE algorithm produces class overlapping
or over-generation. Han [12] offered the Borderline SMOTE algorithm. It is the one
which oversample exampleswhich lie on the borderline of theminority classes. So for
each minority sample, its K nearest neighbors of the same class are computed, then
some samples are randomly chosen form them based on the oversampling rate. Then,
new synthetic examples were made along the line between the minority example and
their preferred nearest neighbors. Here in this approach, only borderline minority
samples are oversampled. For achieving higher prediction, major classification algo-
rithms endeavor the borderline of each class as precisely as possible in the training
practice. The examples on the borderline and the ones nearby are more apt to be
misclassified than the ones far from the borderline, and thus are more important for
classification. Therefore, those examples far from the borderline may accord little to
classification. Recently, two minority oversampling techniques namely borderline-
SMOTE1 and borderline- SMOTE2 were proposed where the borderline samples of
the minority class are oversampled.

These methods are disparate from the principal oversampling methods in which
entire minority examples or an arbitrary subset of the minority class are oversampled
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[35, 36]. Between borderline-SMOTE1 and borderline-SMOTE2, one of them can
be operated.

RandomForest (RF) is an aggregation of supervisedmachine learning algorithms,
which was first proposed by Breiman [37]. RF is capable of handling both binary and
multi-class classification problems. Its classification efficiency is superior to other
single classifier models. The foremost view of RF is to use random sampling with
substitution to build several decision trees, and the outcome is attained by themethod
of voting.

The procedure for building RF is as follows:

(1) With random sampling, the substitution is done to extract samples from the data
set and attain a training subset.

(2) For the training subset, features are randomly extracted from the feature set
without substitution as the basis for splitting each node in the decision tree.
From the root node, a complete decision tree is created from top to bottom.

(3) The decision trees are created by executing step (1) and step (2) reiterated “k”
number of times.

Then finally, RF classifier is the one that is obtained by merging these decision
trees. The outcome of classification is designated by these decision trees.

4 Proposed Methodology

In this methodology, the classification problems due to imbalanced data are effec-
tively addressed by the latest evolving techniques. To overcome the difficulties of
imbalanced data and improve themodel performance, an acute algorithmnamedArti-
ficial Bee Colony Borderline SMOTE on Random Forests (ABC-BSRF) is proposed.
Globally, Ensemble modeling is an excellent approach theoretically and realisti-
cally producing better accuracy than any single classifier [38]. Since Ensemble
learning/modeling have less overfitting, high variance, and improves prediction accu-
racy, the authors have used it in the proposedmethodology. Ensemble learning in IDS
is effective in enhancing the attack detection rate and lessening the FAR. Hence, the
Ensemble methodology is promoted in this work done. The proposed work is given
in three steps: preprocessing, feature selection, and oversampling with classification
for intrusion detection. The first phase is indispensable for any data mining problem.
Then, Feature selection is done using the Artificial Bee Colony algorithm. Later,
Borderline SMOTE is applied with Random Forest for classification in Intrusion
Detection System. Merging these three viewpoints is justified as they have rational
pinpoints. Marking highlights of Artificial Bee Colony analysis are its faster conver-
gence and usage of a few control parameters. It also outstrips the downsides of other
evolutionary algorithms which eventually got stuck in their local minima resulting in
irrelevant outcomes. Aiming at the ABC analysis can lead to the retrieval of the best
features. The other one B-SMOTE centers on improvising the prediction competence
of the minority class, while the last one Random Forests fixes on giving accuracy
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outputs and is a powerful aid for high-dimensional data. Its computational cost for
training is a bit low. The whole process is done by using integrated ABC-BSRF
algorithm. The mechanism of the proposed work is given below in Fig. 1.

Proposed ABC-BSRF Algorithm
In the ABC-BSRF algorithm, the crucial part is oversampling. Oversampling will
gradually increase minority class performance. Random Forest is the ensemble tech-
nique which is robust to overfitting. In several applications, Random Forests were
applied in unbalanced data sets. The proposed ABC-BSRF algorithm is given below
in Fig. 2.

Figure 2 above describes the proposed ABC-BSRF algorithm. Steps 1 and 2 are
employed for preprocessing the data.Normalization is customarily applied to the data
set. And also duplicates are removed. In step 3 and step 4, Artificial Bee Colony is
applied and their scores are obtained. On the scores, a threshold is kept. Accordingly,
the best features are chosen. Ensemble classifier is created by steps 5 and 6. Firstly,
the KDD data set is apportioned into a training data set and test data set. And then
a model is built based on B-SMOTE and random forests. While Training data set
is exploited for training the classifier, the test data set is exploited for testing the
ensemble classifier. In step 7, testing has been done. In step 8, validation is done on
the testing data. Step 9 is used for classifying attack and normal data. Finally, step
10 is used to quantify the proficiency of the classifier.

Fig. 1 Proposed flow of work

Algorithm: ABS-BSRF Algorithm
Input: KDD1 data set
_____________________________________________________________________________________________
Step 1: Convert non-numerical values to numerical 
values Step 2: Apply normalization on the data set
Step 3: Perform Artificial Bee Colony for conducting Feature selection 
Step 4: Select the best features
Step 5: Data set is scattered into training and testing
Step 6: Build ensemble classifier model: {Borderline SMOTE, Random forest} 
Step 7: For each new sample F Test data
Step 8: Validate Ensemble classifier (test sample)
Step 9: Classify IDS attack data and normal data
Step 10: Evaluate the performance of ensemble classifier

Output: Results are evaluated using F-score, ROC curve, Precision and Recall

Fig. 2 Proposed ABC-BSRF algorithm
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5 Experiential Work and Results Inferred

To perform the evaluation on Intrusion Detection System (IDS) using a proposed
method, modeling is done on the KDD Cup 99 data set. This data set in our experi-
ments is initiated from MIT’s Lincoln Lab. It was extended for IDS evaluations by
DARPA and is reflected as an emblematic for intrusion detection [15]. It is only 10
percent of the veritable data. It contains five million records. There are five classes
and 41 features in it. From this KDD Cup 99 data set, a slice of it is retrieved for
experimentation. It comprises 10230 instances and is named as “KDD” data set with
a relative size of records as in theKDDCup 99 data set with 1042 “Normal” instances
and 9188 “attack” instances. It has discrete and continuous features. There are gener-
ally four types of attacks; they are DoS, Probe, U2R, and R2L. The five classes are
mapped with 1, 2, 3, 4, and 5 for U2R, R2L, Probe, DoS, and Normal, respectively.
Features are labeled as {A1, A2…., A41}.

The five classes in the KDD data set are defined as

(i) DoS: Denial of Service attack is the one where the attacker/intruder thwarts
the authentic acquisition of the user over a machine.

(ii) Probe: A Probe attack is the one where the attacker searches for probable
weakness on a computer system.

(iii) Remote to local: A Remote to local attack is the one where the attacker efforts
to get illegitimate access to a computer system.

(iv) User to root: User to root attack is the one where an attacker tries to take
advantage of Superuser privileges.

(v) Normal: It is normal data with good connections.

Now, Preprocessing is done to the KDD data set. Firstly, duplicates are removed.
Then, Feature rescaling is accomplished for every feature individually. Necessarily,
normalization has been applied to the data set. The KDD data set with its total
instances of “attack” and “normal” is depicted in Fig. 3 below. It contains 1042
“normal” instances and 9188 “attack” instances. The KDD data set is separated as

Fig. 3 Histogram of class
distribution in the KDD data
set
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training and testing data. The training data is 20% and the testing data is 80% from
the KDD data set.

The experiments on the proposed ABC-BSRF algorithm were conducted with R
and Python interfaces in Anaconda 3.6 Environment [39]. The open-source form of
Anaconda is an Excellency distribution of Python and embraces over 100 of the most
common Python packages for data science. It is an open accessible tool with various
modules such as Python and R language. The system with a processor of Intel i5,
memory 8 GB, with system type 64-bit Operating System, and × 64 processor is
exploited. Itwas usually employed in research areas like data science and applications
of machine learning.

On the KDD data set, the ABC analysis is applied. The parameters for the ABC
analysis are given as the total number of features N= 41, Max Limit= 20, Number
of iterations = 100, and perturbation parameter MR is 0.1. As a result, based on the
score obtained the features are selected. It is shown in Table 1 below. The ensuing
features are 17.

Then KDD data set with 17 features is fed to the ensemble of Borderline SMOTE
andRandomForests to construct amodel. The feature selection of theABCanalysis is

Table 1 The result of ABC analysis on 41 features

S. no. Feature # Score obtained S. no. Feature # Score obtained

1 A1 0.04277964 22 A22 −0.008572226

2 A2 0.05071278 23 A23 0.005372601

3 A3 −0.07364039 24 A24 0.03184964

4 A4 0.1065986 25 A25 −0.06492007

5 A5 0.3156478 26 A26 −1.063832

6 A6 0.02174195 27 A27 −0.007512986

7 A7 0.1835877 28 A28 −0.0004434346

8 A8 −0.4443892 29 A29 −0.6337133

9 A9 −0.616391 30 A30 −0.04900299

10 A10 −0.3542036 31 A31 −0.05859736

11 A11 −0.2304295 32 A32 1.205842

12 A12 0.2442221 33 A33 0.7710653

13 A13 −0.1079176 34 A34 −0.1081079

14 A14 0.03973701 35 A35 −0.1139069

15 A15 0.6225633 36 A36 0.009961483

16 A16 −.006361696 37 A37 0.01144708

17 A17 5.243926 38 A38 −0.0270871

18 A18 0.006441499 39 A39 −0.01110971

19 A19 −0.02183929 40 A40 −0.004748104

20 A20 −0.6958493 41 A41 −0.01068557

21 A21 −0.03246892
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Table 2 The number of features selected using various feature selection methods

S. no. FS Method Number of best features selected Feature #

1 Chi-squared 15 A3, A4, A6, A7, A12, A13, A14,
A24, A25, A33, A34, A35, A36,
A37, A38

2 Information
gain

13 A3, A4, A6, A7, A13, A24, A25,
A33, A34, A35, A36, A37, A41

3 Gain ratio 12 A3, A4, A6, A7, A11, A13, A14,
A23, A24, A25, A35, A41

4 ABC 17 A1, A2, A4, A5, A6, A7, A12, A14,
A15, A17, A18, A23, A24, A32,
A33, A36, A37

Table 3 The time taken to
perform artificial bee colony
analysis

User System Elapsed

ABC analysis (ms) 0.61 0.39 1.02

compared with information gain, chi-square, and gain ratio. It is indicated in Table 2.
The time taken to perform the ABC analysis is given in Table 3.

Then to assess the performance of the proposedmethodologywith BSRF (Border-
line SMOTE with Random Forests), these two distinct data sets were used: Training
and Testing.

(1) Training data set: The purpose of the training data set is to train the instances
and construct a model.

(2) Testing data set: Testing data set is aimed to evaluate the performance of the
ensemble classifier.

After the model building, the results are recorded. Several experiments are
conducted on the KDD data set: (1) ABC-KNN, (2) ABC-SVM, (3) ABC-Decision
Tree, and (4) ABC-BSRF. The error rate of three classifiers and BSRF concerning
different feature selection methods like Information gain, chi-square, gain ratio, and
ABC analysis is compared graphically. It is given in Fig. 4. It clearly illustrates the
lower error rate for the proposed algorithm. The execution of the proposed ensemble
is assessed using Precision, Recall, F1 Score, and Accuracy and Receiver Operating
Characteristic (ROC) curve. AUC for ABC-BSRF algorithm is 1.0. The comparison
of SVM, KNN, and Decision Tree classifiers with the proposed BSRF approach are
given in Table 4. The Receiver Operating Characteristic (ROC) curve for the KNN,
SVM, Decision Tree classifiers, and the proposed BSRF approach is depicted in
Figs. 5, 6, 7, and 8, respectively, below. The Accuracy is 1.0 and Recall is 1.0 for the
proposed algorithm. Figure 9 presents the accuracy and recall.

The assessment standards employed for making the examinations are illustrated
as follows. (1) The F1 Score is specified as 2 * (Precision*Recall)/(Precision +
Recall). (2) The accuracy of a classifier is professed as the fraction of the number of
corrected predictions to the complete number of input samples. (3) The Area Under
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Fig. 4 The error rate of various classifiers with the chi-square, information gain, gain ration, and
ABC analysis is given

Table 4 The results obtained for the proposed BSRF compared with other methods

S. no. Classifier Precision Recall F1 score Accuracy AUC

Used

1 KNN 0.71 0.70 0.9 0.94 0.83

2 SVM 0.78 0.85 0.81 0.8 0.78

3 Decision
TREE

0.67 0.83 0.9 0.96 0.90

4 Proposed
BSRF

1.00 1.00 1.00 1.00 1.00

Fig. 5 The ROC curve for
the KNN classifier with ABC
analysis

the Curve is considered as AUC. It insists on the quality of the classification method-
ology. It is evaluated as the excellence of the model’s estimates regardless of what
classification threshold is taken. (4) Precision is expressed as the success likelihood
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Fig. 6 The ROC curve for
the SVM classifier with ABC
analysis

Fig. 7 The receiver
operating characteristic
curve obtained for decision
tree classifier with ABC
analysis

Fig. 8 The ROC curve for
the proposed approach, the
ABC-BSRF approach
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Fig. 9 The accuracy and recall of the proposed BSRF approach

of generating a correct positive-class classification. (5) A Recall is designated as the
model’s proficiency in finding out all the data points of interest in a data set.

6 Conclusions and Perspectives

Conventional imbalanced learning embraces oversampling and undersampling.
Though, there are various delicacies occur in these two methods. There are some
of the improved algorithms like Borderline SMOTE, SMOTE–ENN, and so on,
attaining well than SMOTE. Undoubtedly, there are yet some problems when
exploiting them in intrusion detection. In this paper, the classification problems due
to an imbalanced data set are effectively addressed by cutting-edge techniques. To
overcome this problem and improve the model performance, an innovative algo-
rithm, namely ABC-BSRF based on Artificial Bee Colony (ABC algorithm) for
feature selection and B-SMOTE on random forests is proposed. The results obtained
through ABC-BSRF are compared against individual classifiers Support Vector
Machines (SVMs), K-nearest neighbor (KNN), and Decision Trees. Feature selec-
tion approaches like Gain ratio, Information Gain, and Chi-Square are applied and
validated for the above-said approach. Observed results on the KDD Cup 99 data
set on the proposed algorithm have shown AUC to be 1.0 and F1 score to be 1.0.
From the ROC curve, F1 score, Recall, and Precision, it is noticed that the proposed
ABC-BSRF approach is an optimized one while comparing with other individual
learning methods. On the other hand, Ensemble learning needs the minimum subset
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of features for attaining a better classification rate. Hence, identifying the apt feature
selection approach becomes an interesting domain. In the forthcoming evaluations,
the most effectual feature selection approach for other oversampling techniques for
the KDD Cup 99 data set can be made.
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A Novel Two-Layer Feature Selection
for Emotion Recognition with Body
Movements

M. M. Venkata Chalapathi

Abstract Programmed feeling acknowledgment from the investigation of body
development can possibly change computer-generated reality,mechanical autonomy,
conduct demonstrating, and biometric character acknowledgment spaces. A PC
framework fit for perceiving human feeling from the body can likewise altogether
change the manner in which we associate with the PCs. One of the critical difficulties
is to recognize feeling explicit highlights from an immense number of descriptors
of human body developments. Right now, we present a novel two-layer highlight
choice structure for feeling order from an exhaustive rundown of body develop-
ment highlights. We utilized the component choice structure to precisely perceive
five essential feelings: satisfaction, pity, dread, outrage, and unbiased. In the main
layer, one of a kind blend of Analysis of Variance (ANOVA) and Multivariate
Analysis of Variance (MANOVA) was used to take out insignificant highlights.
In the subsequent layer, a parallel chromosome-based hereditary calculation was
proposed to choose a component subset from the significant rundown of highlights
that expands the feeling acknowledgment rate. Score and rank-level combination
was applied to additionally improve the exactness of the framework. The proposed
framework was approved on restrictive and open datasets, containing 30 subjects.
Diverse activity situations, for example, strolling and sitting activities, just as an
activity autonomous case, were considered. In view of the exploratory outcomes, the
proposed feeling acknowledgment framework accomplished a high feeling acknowl-
edgment rate beating the entirety of the best in class strategies. The proposed frame-
work accomplished acknowledgment exactness of 90.0% during strolling, 96.0%
during sitting, and 86.66% in an activity free situation, exhibiting high precision and
power of the created strategy.
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1 Introduction

Vocal inclination is a noteworthy factor in human correspondence. Right now, a
machine to see sentiments from talk is an essential bit of the road manual to make
correspondence among individuals and PCs progressively human-like. Notwith-
standing, a great deal of investigate has been done to see sentiments subsequently
from human discourse, low affirmation rate is up until now a significant issue. The
general issue of customized talk feeling affirmation is that the acoustic indications
of talk signals are affected by a combination of parts other than the inclination. The
physiological complexities among all the speakers are the key trouble that prompts
a low affirmation rate. Talks delivered by the condition of the vocal tract and its
assortment with the time. Condition of vocal tract in which depends upon shape or
size of vocal organs, unavoidably show solitary PCs.

In light of the above conversation, an expandingnumber of utilizations, that utiliza-
tion body development data for emotionaltion acknowledgment, has risen. One of the
ongoingworks utilized a robot as a social arbiter to expand the nature of human–robot
cooperation [7]. Feeling acknowledgment from body movement envelop countless
applications including biometric security, medicinal services, gaming, and conduct
modeling [5]. Instances of uses of feeling acknowledgment in biometric security area
incorporate body development and outward appearance examination for video obser-
vation. Utilization of feeling acknowledgment in the clinical area incorporates iden-
tification of the mark conduct of patients having explicit mental conditions. In spite
of a plentiful interest for an exact feeling acknowledgment from body development,
this theme became slanting without a doubt, as of late.

Scientists have for the most part endeavored to perceive feelings from different
modalities, for example, the face, head, and hand. Not many examinations have
concentrated on entire body articulations for feeling investigation. Be that as it may,
as expressed in, a PCmodel isn’t just appropriate, however,may even surpass a human
spectator capacity to perceive feeling, as it can recognize inconspicuous development
changes not promptly obvious to the unaided eye. Additionally, body development
data can be gotten noninvasively from a separation which might be gainful for some
down to earth applications.

Past research concentrated uniquely on a set number of development highlights
from countless calculable features. A fruitful endeavor to comprehend human feeling
from entertainer’s expressive body developments was vehicle ride out in. Creators
presented a model dependent on LabanMovement Analysis (LMA) that coordinated
Body,Effort, Shape, andSpace highlights.Be that as itmay, the rundownof highlights
was exceptionally wide, unstructured, and a portion of the highlights were at no other
time utilized for human feeling.Moreover, the pertinence factor of the highlights was
rarely considered. The test is in thisway tomake a far-reaching rundownofmovement
includes that incorporate all nuanced development-related data applicable to the
enthusiastic condition of an individual. At that point, the best blend of development
highlights got utilizing a successful element choice calculation can be utilized to
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prepare AI calculations to perceive human feelings precisely. This paper explains all
the previously mentioned challenges effectively.

Proposal of a one of a kind organizing of movement highlights into ten gatherings,
each depicting an alternate part of human body development.

• Development of a two-layer includedetermination architecture that joins the inten-
sity of a conventional channel-based methodology with a hereditary calculation.

• Identification of the most pertinent movement highlights for feeling acknowledg-
ment from a far-reaching rundown of motion highlights. The significance factor
was processed for a univariate situation where the highlights were considered
freely, and a multivariate case, where highlights were considered as a feature of
a gathering.

• Computation of highlight importance during two activity situations, which
gives an extra understanding of the importance of highlights during feeling
acknowledgment.

• Proposing a oneof a kindblendof score and rank-level combinationwith two-layer
highlight choice calculation to amplify the feeling acknowledgment precision.

• Introduction of a few newworldly highlights that exhibited upgrades over fleeting
highlights, utilized pre-piously in the writing.

Primer work regarding this matter was done and distributed in.

2 Related Work

Feeling can be communicated through eye stare course, iris expansion, postural
highlights, and development of the human body [5]. Pollick et al. [2] demonstrated
that arm developments are altogether related to the enjoyablenessmeasurement of the
feeling model. Bianchi-Berthouze et al. presented a gradual learning model through
gestural signs and a logical input framework to self-sort out postural highlights
into discrete feeling classifications. In any case, those works were constrained to
just pieces of the body. A few scientists endeavored to perceive feeling from move
development.

Ca-murri et al. in extricated the amount of movement and constriction file from
2D video pictures delineatingmove developments of the subjects to perceive discrete
feeling classifications. Recently, Durupinar et al. directed a perceptual report to set
up a connection between the LMA (Laban Movement Analysis) highlights and the
five-character attributes of a human. Senecal et al. broke down body movement
articulation in theater execution dependent on LMA highlights. Specialists have
likewise centered on perceiving feeling in arbitrary recording situations utilizing
profound learning designs. In any case, those endeavors were restricted to explicit
move developments.

Perhaps the greatest test of feeling acknowledgment is the high dimensionality
portrayal of themovement highlights. Likewise, the writing gives next to no direction
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with respect to what kind of movement highlights are appropriate for feeling classifi-
cation. A large portion of the current research has thought about a set number of high-
lights. Highlight importancewas additionally not considered for feeling acknowledg-
ment. Subsequently, the vast majority of the current research is one-sided towards a
specific arrangement ofmovement highlights. For example, Glowinski et al. removed
vitality, spatial degree, balance, and smoothness related highlights and afterward
utilized Principal ComponentAnalysis (PCA) tomake a negligible portrayal of full of
feelingmotions. Saha et al. picked nine highlights identifiedwith speed, acceleration,
and rakish highlights to distinguish six feelings. This work effectively addresses the
above lacks through the proposed far-reaching system for feeling acknowledgment,
portrayed in subtleties in the following area.

3 Proposed Work

The main test is to make a total depiction of a human body development with feeling
explicit recognizing data. This issue was overwhelmed by recognizing and figuring
a thorough rundown of development highlights. These development highlights were
then gathered into ten one of a kind categories so that every class spoke to an excep-
tional part of a body development (e.g., evenness, space, speed of movement, and
so on.). The last rundown of highlights was processed dependent on the impor-
tance factor of these highlights utilizing a two-layer include choice calculation. The
component choice system presented in segment III-A beats the trouble of identifying
feeling explicit body development data.

A. OVERVIEW

The initial step of the proposed framework included the extraction of different
geometric and kinematic highlights. A portion of these highlights was recently
presented for 3Dmovement blend, grouping, and ordering. Scientists presently can’t
seem to build up an accord on the correct mix of different motion highlights. In
this way, in the proposed feeling acknowledgment framework, an extensive rundown
of movement highlights was separated expanding the accessible body development
data. The movement highlights were figured either on a solitary casing or over an
arrangement of edges traversed over a brief period. Accordingly, processed move-
ment highlights portray different parts of human movement, for example, directions
or geometric properties of the stances. These highlights were gathered into ten one
of a kind restrictive gatherings which will be talked about in segment III-B.

Additionally, a fleeting profile was registered for every one of the highlights. The
worldly profile comprises of 12, time arrangement capacities, as portrayed in segment
III-C. A transient profile processed right now superior to a histogram with a fixed
number of canisters. The quantity of receptacles of a histogram decides the degree of
discretization of the determined features. A restriction of utilizing histogram is that
the quantity of receptaclesmust be set observationally for the dataset. The estimations
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Fig. 1 An overview of the proposed framework for emotion recognition from body motion

of a histogram are additionally inadequate and the majority of the receptacles stay
void after the histogram calculation.

The primary part of the proposed system includes a two-layer highlight choice
procedure, as appeared in Fig. 1. In the principal layer, superfluous highlights are
disposed of utilizing a mix of ANOVA and MANOVA. ANOVA is utilized to sort
the highlights as indicated by their pertinence at perceiving feelings. ANOVA gives
two measures: f-score and p-score to process the importance of a component. The
f-score is a proportion of complete variety that exists among the number-crunching
methods for the objective feelings. The p-score is a measure that decides the like-
lihood related to dismissing the f-score. The highlights that neglected to breeze
through an essentialness assessment are disposed of right away. After the expulsion
of these highlights, remaining highlights are considered as measurably pertinent for
additional investigation.

MANOVA was utilized to figure bunch hugeness and to appropriate highlights
among different component gatherings. The quantity of highlights considered from
each gathering was inferred utilizing standardized MANOVA score processed for
each gathering independently. The main layer may not be sufficient to accomplish
ideal model execution dependent on the registered relevant highlights. The purpose
behind this might be ascribed to the exhibition improvement of explicit component
mix for certainmaster models. In this manner, a few top highlights from each element
bunch were utilized as a contribution to the second layer of the system. The goal of
the subsequent layer is to locate the best subset of highlights that amplifies the feeling
acknowledgment pace of the master models.

As indicated by, the quantity of highlights can be chosen as a component of the
example size, N, and the most extreme element size is N. In the proposed framework,
the complete number of figured highlights was set depending on the example size
of N. Since each gathering of highlights portrays an alternate part of human body
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development, the all-out number of highlights were dispersed among the element
gatherings. Top ANOVA highlights were chosen from each element bunch depen-
dent on the all-out number of highlights and the standardized MANOVA score regis-
tered for each gathering. MANOVA was utilized to measure bunch centrality, and
the quantity of features registered from each gathering depended on the processed
MANOVA score of the gathering. The gathering criticalness scores were standard-
izedwith the goal that each score ranges from 0 to 1 and their aggregate equivalents to
1. At that point, the processed MANOVA score was utilized to disperse the absolute
number of highlights from each movement include gathering. Along these lines, just
a portion of the top highlights from each movement includes bunch stayed for the
ensuing advances. In the event that the quantity of highlights for a movement bunch
surpassed the quantity of highlights that passed theANOVAnoteworthiness the high-
lights that created a p-score, which was higher than a predefined limit, was picked for
the hereditary calculation. During the test, the p-scorewas picked as 0.005. This guar-
antees there exists a negligible possibility that the registered f-score was delivered
from an alternate dissemination. Right now, the first layer utilized the importance
of the highlights to get ready for the second layer of the proposed include choice
structure. The subsequent layer utilizes the hereditary calculation that assesses the
unmistakable capacity of the highlights to boost feeling acknowledgment exactness.

In the second layer of the two-layer structure, a twofold chromosome-based hered-
itary calculation was utilized to recognize the ideal element subset that amplifies the
feeling recognition rate. The hereditary calculation utilized in the proposed system
accomplished a level inside 80 ages. The transformation rate was set to 0.03, as
portrayed in area.

B. MOTION FEATURE GROUPS

In view of a careful investigation of the current writing, all-inclusive rundown of
3D movement highlights was removed. These highlights were assembled into ten
special classifications limiting the quantity of covering highlights depicting different
body development types, however, much as could be expected.

• Group of Features 1 This gathering of highlights comprises of low-level element
descriptors that measure the speed of the movement, for example, speed,
increasing speed, and jolt. On the off chance that X characterizes a movement
that is portrayed as n continuous postures, where X = x(t1), x(t2), x(t3), x(tn).

vk(ti) = Xk(ti + 1) − Xi(ti)

2δt
∥
∥vk(ti)

∥
∥ =

√

vkx(ti)
2 + vky(ti)

2 + vkz(ti)
2

At that point, the speed is characterized in condition 1 and the magnitude of the
speed is resolved utilizing the condition 2. In conditions 1 and 2, vk(ti) is the speed
of the kth joint at time ti, vk(ti) is the x-segment of the speed of the kth joint at time
ti, and δt alludes to a little portion of the time required for progressing between back
to back casings. Normally, δt is set to an extremely little worth. During the test, the



A Novel Two-Layer Feature Selection … 37

Fig. 2 A taxonomy of the motion features computed for emotion recognition from body motion
features

worth was set to 1 s as Kinect v2 has an edge pace of 30 fps. test for that gathering, at
that point, the entirety of the highlights that breezed through the assessment in that
gathering was chosen (Fig. 2).
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Bounding Volume (BV) = dx ∗ dy ∗ dz

4 Experimental Results

The dataset gathered developments from30nonprofessional on-screen characters.As
indicated by the specialists, the explanations behind picking nonprofessionals were
to stay away from a precise exaggeration of developments and to build fluctuation
of development articulation.

Every on-screen character performed developments communicating four unique
feelings including impartial, joy, trouble, and outrage. Just verbal directions were
given to the subjects. Feelings were seen during strolling scenarios. Two accounts
were gathered from each subject for each enthusiastic walk. Hence, an aggregate
of 240 examples of different enthusiastic strolling groupings was considered for the
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Table 1 The table shows measured consistency scores for various filter-based feature selection
algorithm

Filter-Based method Walliing action Sitting action

ReliefF (number of neighbors = 30) 0.403 ± 0.067 0.241 ± 0.072

Mutual Information (MI) 0.477 ± 0.051 0.311 ± 0.058

Analysis of Variance (ANOVA) 0.262 ± 0.062 0.210 ± 0.0S5

Chi-squared Score (CHI2) 0.476 ± 0.051 0 279 ± 0.061

Ensemble decision tree-based Method (EDT) 0.907 ± 0.059 0.772 ± 0.042

Table 2 The table shows measured monotonicity scores for various filter-based feature selection
algorithm for expert models: LDA and SVM

Walking
action

Sitting action

Filter-Based
method

LDA
SVM

Average
correlation

LDA SVM Average
correlation

ReliefF
(aumber of
neighbors =
30)

−0.878 −0.931 −0.9045 −0.936 −0.965 −0.9505

Mutual
Information
(MI)

−0.873 −0.926 −0.8995 −0.951 −0.951 −0.951

Analysis of
Variance
(ANOVA)

−0.908 −0.952 −0.93 −0.963 −0.969 −0.966

Chi-squared
Score (CHT2)

−0.841 −0.941 −0.891 −0.925 −0.916 −0.9205

Ensemble
decision
tree-based
Method
(EDT)

−0.834 −0.861 −0.8475 −0.917 −0.889 −0.903

test. Each subject wore a suit with retro-reflective markers. These markers had the
option to reflect light spots to a two-dimensional space. By and large, 35 markers
were set (Tables 1, 2).

5 Conclusion

Feeling acknowledgment utilizing body development is a rising territory of
research. Critical advantages can be accomplished for biometric security, tolerant
conduct observing, gaming, and mechanical technology with the production of a
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development-based feeling mindful PC framework. Body development data can give
important signals identified with the passionate condition for each child. Regardless
of demonstrating the incredible potential to be a basic indicator of saw feelings, body
development data is one of the least investigated modalities for feeling acknowledg-
ment. This paper has tended to the issue of production of a total framework that
can precisely perceive five fundamental feelings: satisfaction, bitterness, outrage,
dread, and unbiased dependent on body development highlights. The exploratory
outcomes demonstrated that it is conceivable to assemble a PC framework fit for
perceiving human feeling just dependent on body development data. Univariate and
multivariate investigation of the movement highlights gave significant prompts in
regards to apparent feeling. Experiment results gave basic data with respect to the
apparent feeling in strolling and sitting activity situations. During strolling activity,
the amount of development in the arm and the chest area locale were basic markers.
Then again, body space usage, elbow point, and spatial expansion were fundamental
signals to perceive feeling during the sitting activity. During activity free cases,
movement highlights significant during all activity situations should be considered
to amplify the feeling acknowledgment rate.
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Nearest Neighbors via a Hybrid
Approach in Large Datasets: A Speed up

Y. Narasimhulu, Raghunadh Pasunuri, and V China Venkaiah

Abstract A Spatial data structure such as kd-tree is a proven data structure in
searching Nearest Neighbors of a query point. However, constructing a kd-tree for
determining the nearest neighbors becomes a computationally difficult task as the size
of the data increases both in dimensions and the number of data points. So, we need
a method that overcomes this shortcoming. This paper proposes a hybrid algorithm
to speed up the process of identifying k-nearest neighbors for a given query point
q. The proposed algorithm uses lightweight coreset algorithm to sample K points.
These points are then used as a seed to the K -Means clustering algorithm to cluster
the data points. The algorithm finally determines the nearest neighbors of a query
point by searching the clusters that are closest to the query point. While analyzing
the performance of the proposed algorithm, the time consumed for constructing
the coreset and K -Means algorithms is not taken in to account. This is because
these algorithms are used only once. The proposed method is compared with two
existing algorithms in the literature. We called these two methods as “general or
normal method” and “without using coresets”. The comparative results prove that
the proposed algorithm reduces the time consumed to generate kd-tree and also
K -Means clustering.
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1 Introduction

In Computational Geometry, objects considered are set of points in Euclidean space.
Collection of points in a higher dimensional space is called multidimensional data,
that represent locations and objects in space. Representing multidimensional data
and accessing is an important issue in various fields that include computer graph-
ics, computer vision, computational geometry, image processing, machine learning,
pattern recognition, and more. Number of different representations and methods for
accessing multidimensional data were proposed [1]. Some of these include Inverted
Lists [2], FixedGrid [3], QuadTree [4], PRQuad-tree [5], EXCELL [6],Grid File [7].

Machine learning algorithms use multidimensional data to solve problems like
classifying the data, predicting the values of dependent variables, inferring new
knowledge, finding nearest neighbors in a range, and suggesting products to cus-
tomers. These algorithms can be classified into 4 categories:

1. Supervised learning algorithms: These algorithms are given a training set of exam-
ples with the correct answers. These algorithms infer new knowledge from the
data. This kind of learning is also called as learning from examples. Example
algorithms are Find-S, List-then-eliminate, Candidate Elimination, Regression,
and Classification.

2. Unsupervised learning algorithms: These algorithms are given a training set of
examples with no responses, but instead the algorithm tries to identify commonal-
ities between the inputs so that inputs that have something similar are categorized
together. One example is clustering by K -Means algorithm.

3. Reinforced learning algorithms: They are told only when the answer is wrong but
not how to correct it. The algorithm has to find out a way to get the answer right.
These algorithms are always monitored and the answers are scored.

4. Evolutionary learning algorithms: They work on an idea of f i tness, which cor-
responds to a score for how good the current solution is. Genetic algorithm is an
example of evolutionary learning.

This paper concentrates on unsupervised learningwhich finds k-nearest neighbors
[12], of a query point q. The proposed algorithm analyzes the common properties
in the data, categorize the data, and finds the nearest neighbors. The next section
presents the tools and their algorithms that are used in the work.

2 Preliminaries

2.1 Coresets

Machine learning algorithms accuracy increases as the input data size increases. Pro-
cessing huge data by these algorithms brings a new kind of problem concerning the
time complexity. Reducing the data size may cause the loss of valuable information.



Nearest Neighbors via a Hybrid Approach in Large Datasets: A Speed up 43

Table 1 Algorithm for coreset construction

One of the major challenges for the researchers is to bound the trade-off between
reducing the data size and the loss of valuable information. Coresets are one such
way of solving this trade-off problem.

A coreset is a reduced data set which can be used as a proxy for the full data set.
Hence, they are known as summaries of the big data available [8]. Coresets can be
computed in linear time and more intricate algorithms can be run on these sets to
provide approximate results as a full data set.Models that are trained on these subsets
are provably competitive in the results they produce with the models that are trained
on full data. Roughly, Coreset is obtained by sampling the data while honoring the
distribution.

Table 1 contains a procedure [10], to construct coresets. The algorithm calculates
mean of the data and then uses it to compute the distribution q(x) for each point
and assigns it as a weight to each point. Finally, it samples K weighted points from
X (complete data set) where each point x ∈ X has weight 1

K .q(x) and is sampled with
probability q(x). The function d(x, µ) is a distance function from x to mean µ. The
time complexity of the algorithm is O(nd), where n is the size of the data, d is the
dimensions.

One of the advantages of using coresets is that the size of the coreset is independent
of the size of the original data. An added advantage of the algorithm is that it can be
implemented with ease. This paper uses lightweight coresets construction algorithm
for K -Means clustering discussed in the Sect. 2.2.

2.2 K-Means

Unsupervised data does not contain target values, then the task of generalization
becomes difficult and the algorithm has to completely rely on the data itself. The kind
of algorithms that rely on data properties to learn are called unsupervised learning
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Table 2 Algorithm for K -means

algorithms. In the proposed method, K -Means [8], is performed on unsupervised
data to form clusters that have similar properties. One aspect to be specified while
determining the similarity among the data is the distance measure.. If the Euclidean
distance between the points x ∈ X and y ∈ X is minimum then they are considered
to be similar. The data point xi is assigned to a cluster K j when the distance between
the point xi and cluster mean µ j is minimum. The objective function to form the
clusters is

min
K∑

j=1

n∑

i=1

√
(xi − µ j )2

K -Means algorithm specified in Table 2, assigns data points to the nearest cluster
centers. Using the distance measure and mean, K -Means learns to find the cluster
centers. The process of finding best cluster centers starts by selecting them ran-
domly and fine-tuning until the cluster centers stop changing. The cluster centers
stop changing when the error criterion is minimum, called converging time.

The algorithm’s complexity is dependent on initial centroids that are considered.
K -Means algorithm is relatively slow, because it has to calculate the Euclidean
distance between each cluster center and each data point. When the centers change
after an iteration, Euclidean distance has to be recomputed making the algorithm
inefficient. Thegeneral K -Means algorithm isNP-Hard [15],which takes exponential
time to converge. However, with a fixed “t” number of iterations, “c” centroids, “n”
points, and “d” dimensions, K -Means takes O(tcnd) time. In the Proposed Work to
reduce the number of iterations for searching the best cluster centroids, we use the
data points produced by the coreset construction algorithm as initial centroids.

In the proposed algorithm, coresets are not used as the summaries of the whole
data, but they are used as the initial cluster centers. Coreset points as the initial
centroids has taken less time for finding the final clusters in K -Means algorithm.
The K -Means clustering time comparisons are presented in the results section. In
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order to reduce the time to search for the k-closest points to the given query, Quadtree,
a spatial data structure, is used.

2.3 Quadtree and kd-tree

Quadtree [4], is a hierarchical spatial tree data structure. Quadtree represents two-
dimensional data on the geometric space by recursively decomposing the space using
separators parallel to the coordinate axis. The initial decomposed four regions cor-
respond to four children of the root node, hence the term quad. Decomposition of
the space into regions helps in solving problems efficiently such as, range query,
spherical query, and nearest neighbors query. Range query finds all points that are
present within a range. Spherical region query finds all the points that lie within a
distance r from query q. Nearest neighbor query finds the nearest neighbors of a
certain quantity k from the query q.

Because of the principle of equal subdivision, the height of the quadtree cannot be
estimated as the data may fall more in any of the quadrants. Height of the tree can be
in balance only when the data is distributed uniformly. Performance is mostly based
on the height of the tree. If the tree is skewed, the performance degrades. Hence, the
division point can be a median of all the data or it can be a midpoint of the data [9],
if the data is known in advance.

A height balanced quadtree can be constructed in O(dnlogn) runtime, where d
is the number of dimensions and with O(n) storage. Search in tree take O(dh) run
time, where h is the height of the tree. Insertion is restricted to O(dh). It takes more
time to readjust the tree after deleting the points from it.

The notion of quadtree can be extended to k, where k is the number of dimen-
sions, and hence is called as a kd-tree [11]. In a two-dimensional case, where k = 2,
each point has 2 values, x-coordinate and y-coordinate. In the construction of two-
dimensional tree, the initial split is on x-coordinate, next on y-coordinate, then again
on x-coordinate, and so on as shown in the Fig. 1. The root of the tree will split the
space into two parts left and right subsets of roughly equal size on x-axis. The left and

Fig. 1 kd-tree for 6 points in the cartesian plane
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right subsets are further split according to y-axis and then again those are further split
according to the axis until no further split is required. Depth of the tree is also based
on which axis we divide on the first split. Another kd-tree based searching algorithm
[14], which runs close to O(logn) is proposed, which guarantees a theoretical proof
of search accuracy as close as to Randomized Partitioning Tree (RPTree).

The next section presents the proposed algorithm that uses the above mentioned
algorithms and data structures in retrieving the closest points to the query.

3 Proposed Work

In order to seek k-nearest neighbors, we may not require the entire data because
we are not worried to return all points. Hence, we assume that k < n. Using this as
the driving principle, the proposed algorithm presented in Table 3, considers only a
subset of the data. This paper does not propose to classify or try to classify a query
point to a particular class but returns its k nearest neighbors. The time complexity of
the proposed algorithm is O(nd) + O(tcnd) + O(dnlogn), which is asymptotically
equal to O(dnlogn), where d is the number of dimensions and n is the number of
points.

Flow diagram of the entire work is presented in Fig. 2. The process starts by
considering unsupervised data and constructing a coreset of size K . The value of
K decides the number of clusters that are needed to form. It would be better if

Table 3 Algorithm for k-nearest neighbors



Nearest Neighbors via a Hybrid Approach in Large Datasets: A Speed up 47

Fig. 2 Procedure for k-nearest neighbors

K is known in prior which helps in producing accurate results. When a wrong K
is assumed the results could be wrong. So, the K value for the datasets that were
considered in this paper is known in advance.

Using the K points as the initial centroids for K -Means, clusters are created. It
is observed that the time taken for K -Means with some random points as initial
centroids is much greater than the time taken for K -Means with coreset points as
initial centroids. The results are shown in Sect. 4. Using the clusters generated by the
K -Means, we find the closest cluster to the query point. The kd-tree is constructed
using the closest cluster data. The kd-tree algorithm generates a tree and this tree is
given a query point q and k value to produce the final k-nearest points to the query
point. In the proposed method, data fed to kd-tree algorithm is less when compared
with the normal method, hence reducing the time for construction.

In order to prove the results produced by the proposed method is better, a compar-
ative study has been done by using two other approaches which we called them as
“normal method” and “without using coresets”. Another comparison is also done to
prove that coreset points fed K -Means are better than straight forward K -Means. It
is very clearly depicted that the proposed method outperforms the standard method.

Next section provides the complete results and a comparative study of the follow-
ing three methods.

1. Normal method: Uses kd-tree on full data and query it.
2. Without using coresets: Uses K -means, kd-tree on clustered data and

query the kd-tree
3. Proposed method: Uses K -Means using coreset data and kd-tree on cluster

data.

Normal method does not require K -Means, hence K -Means comparison for the
normal method is not presented.

4 Results

Algorithms k-nearestneighbors(X ,k,K ,q), K -Means(X ,K ,C), kd-tree [11], were
implemeted in python. Details of the datasets [13], that are used for experimentation
are given in the Table4.
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Table 4 Datasets and their properties

Name of the Dataset No. of dimensions No. of instances No. of classes

Breast cancer data 30 569 2

Digits data 64 1797 10

CovType data 54 581012 7

Smartphone data 562 10299 6

Kddcup data 36 494020 23

Miniboone data 50 130062 7

Table 5 K -Means construction time for breast cancer data

Name of the Dataset Name of the method K -means construction time

Breast cancer data Without using Coresets 0.021596901

Proposed Work 0.00489233

Table 6 kd-tree construction time for breast cancer data

Name of the Dataset Name of the method KD-tree construction time

Breast cancer data Normal method 0.000900756

Without using Coresets 0.000555496

Proposed Work 0.000510688

Table 7 Datasize variation for breast cancer data

Name of the Dataset Initial data size Data size at search time

Breast cancer data 569 438

Comparisons on kd-tree construction time, K -Means time, input data size initially,
and at kd-tree construction point for all datasets that are present in the Table 4, are
displayed in the following tables.

Table6 presents variations in the times of constructing kd-tree for the three meth-
ods. Table5 presents the K -Means time for random points as initial centroids and
coreset points as initial centroids. Table7 displays the initial data size considered and
final data size drawn from Breast Cancer Data. Figure3 is the graphical representa-
tion for the Tables 5, 6 and 7 provided above. It is clearly observed from the above
figure that the proposed algorithm performed better than the other methods (Tables
8, 9, 10 and 11).

As in the case of Breast Cancer Data, the Tables 9, 12, 15, 18, and 21 present the
comparison of kd-tree construction time on Digits data, Smartphone data, Kddcup
data, and Miniboone data, respectively (Tables 12, 13, 14, 15 and 16).
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Table 8 K -means construction time for digits data

Name of the Dataset Name of the method K -means construction time

Digits data Without using Coresets 0.177046333

Proposed Work 0.018532348

Table 9 kd-tree construction time for digits data

Name of the Dataset Name of the method kd-tree construction time

Digits data Normal method 0.002147111

Without using Coresets 0.000293409

Proposed Work 0.000220433

Table 10 Datasize variation for digits data

Name of the Dataset Initial data size Data size at search time

Digits data 1797 252

Table 11 K -means construction time for Cov type data

Name of the Dataset Name of the method K -means construction time

CovType Data Without Using Coresets 58.320359221

Proposed Work 3.571427582

The Tables 8, 11, 14, 17, and 20 present the comparison of K -Means construction
time onDigits data, Smartphone data, Kddcup data, andMiniboone data, respectively
(Table 17, 18, 19, and 20).

The Tables 10, 13, 16, 19, and 22 present the comparison of initial data size and
final data size for tree construction on Digits data, Smartphone data, Kddcup data,
and Miniboone data, respectively.

Table 12 kd-tree construction time for Cov type data

Name of the Dataset Name of the method kd-tree construction time

Cov type data Normal method 2.81545425

Without using Coresets 0.557287733

Proposed Work 0.528879423

Table 13 Datasize variation for Cov type data

Name of the Dataset Initial data size Data size at search time

Cov type data 581012 159981
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Table 14 K -means construction time for smartphone data

Name of the Dataset Name of the method K -means construction time

Smartphone data Without using Coresets 5.235056832

Proposed Work 0.746759341

Table 15 kd-tree construction time for smartphone data

Name of the Dataset Name of the method kd-tree construction time

Smartphone data Normal method 0.402041996

Without using Coresets 0.01072642

Proposed Work 0.0068364

Table 16 Datasize variation for smartphone data

Name of the Dataset Initial data size Data size at search time

Smartphone data 10299 686

Table 17 K -means construction time for Kddcup data

Name of the Dataset Name of the method K -means construction time

Kddcup data Without using Coresets 51.760765204

Proposed Work 8.746508095

The Figs. 4, 5, 6, 7, and 8 presents the pictorical representation of the compar-
isons done for Digits data, Smartphone data, Kddcup data, and Miniboone data,
respectively (Tables 21 and 22).

Table 18 kd-tree Construction time for Kddcup data

Name of the Dataset Name of the method kd-tree construction time

Kddcup data Normal method 1115.123546068

Without using Coresets 1071.968181827

Proposed Work 198.936803207

Table 19 Datasize variation for Kddcup data

Name of the Dataset Initial data size Data size at search time

Kddcup data 494020 190107



Nearest Neighbors via a Hybrid Approach in Large Datasets: A Speed up 51

Table 20 K -means construction time for miniboone data

Name of the Dataset Name of the method K -means construction time

Miniboone data Without using Coresets 3.630400168

Proposed Work 1.522944811

Table 21 kd-tree construction time for miniboone data

Name of the Dataset Name of the method kd-tree construction time

Miniboone data Normal method 0.765435536

Without using Coresets 0.412943829

Proposed Work 0.332265506

Table 22 Datasize variation for miniboone data

Name of the Dataset Initial data size Data size at search time

Miniboone data 130062 85649

Fig. 3 Comparisons on breast cancer data
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Fig. 4 Comparisons on digits data

Fig. 5 Comparisons on Cov type data
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Fig. 6 Comparisons on smartphone data

Fig. 7 Comparisons on Kddcup data
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Fig. 8 Comparisons on Kddcup data

5 Future Work

The methods considered here for comparison have produced the same nearest points
on all datasets and these were proved to be correct when compared with the ground
truth results. Size of the data has been reduced to a good factor but dimensions
were not reduced. Building kd-tree for higher dimensional data is more complex and
time-consuming because kd-tree suffers from the curse of dimensionality. If data can
be reduced in length and dimensions, then results can be achieved in much lesser
time. Algorithm 3 can also be extended to classify the query point q. The proposed
algorithm can be applied to the supervised data. The issue of cluster size being less
than k is not addressed in the paper.

6 Conclusion

The kd-tree is a standard data structure for searching nearest neighbors, yet proves
to take more time when the data size increases. This paper proposes a k-nearest
neighbors algorithm, which reduces the kd-tree time by performing two constant
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operations, coreset construction, and K -Means. Comparative results proved that the
proposed method has performed better in terms of time to construct kd-tree and also
to retrieve the nearest neighbors. It also showed that the size of the data for the kd-tree
is reduced.
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Impact of Hyperparameters on Model
Development in Deep Learning

Humera Shaziya and Raniah Zaheer

Abstract Deep learning has revolutionized the field of computer vision. To develop
a deep learning model, one has to decide on the optimal values of various hyper-
parameters such as learning rate. These are also called as model parameters which
are not learned by the model rather initialized by the user. Hyperparameters con-
trol other parameters of the model such as weights and biases. Parameter values are
learned effectively by tuning the hyperparameters. Hence, hyperparameters deter-
mine the values of the parameters of the model. Manual Tuning is a tedious and time-
consuming process.Automating the selection of values for hyperparameters results in
the development of effectivemodels. It has to be investigated to figure outwhich com-
binations yield the optimum results. This work has considered scikit-optimize library
functions to study the impact of hyperparameters on the accuracy of MNIST dataset
classificationproblem.The results obtained for different combinationof learning rate,
number of dense layers, number of nodes per dense layer, and activation function
showed that a minimum of 8.68% and a maximum of 98.96% for gp_minimize func-
tion, 8.68% and 98.74% for forest_minimize function and gbrt_minimize generates
9.24% and 98.94% for lowest and highest accuracy, respectively.

Keywords Convolutional Neural Networks (CNN) · Deep learning ·
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1 Introduction

Hyperparameters determine the values for various attributes of network structure
and training process. Few examples of hyperparameters are learning rate, number
of layers, number of hidden layers, number of filters, dropout rate, number of itera-
tions, batch size, activation function, optimizer, and regularization. Tuning of these
parameters requires an additional step in the deep learning model development.
Hyperparameter tuning can be done manually or automatically. Manual is not an
effective way of choosing values as it requires more time. Automatic methods are
of three kinds, they are grid search, random search and bayesian optimization. Grid
search considers every combination of the specified parameters which often leads
to an enormous number of configurations. Sometimes it’s not feasible to look for
every combination as it affects the performance drastically. Further to overcome this
problem, random search was introduced. As the name suggests, hyperparameters are
chosen randomly and experimented. Finally, bayesianmethod uses an objective func-
tion and keeps track of the past results to determine the probability of the next best
combination of hyperparameters. Additionally, it is preferred to follow a systematic
method to check on the combinations of hyperparameters. Scikit-optimize or skopt
library is a popular one to automate the task of choosing hyperparameters. Skopt has
significant functions to automatically select hyperparameters such as gp_minimize,
forest_minimize and gbrt_minimize. In the present work, these three functions have
been experimented on MNIST data set and the results are analyzed.

The paper is organized as follows: Sect. 2 will review the related work. The skopt
hyperparameter library used in the current work has been discussed in Sect. 3. Envi-
ronment and data of experiments carried out in the present study is outlined in
Sect. 4. Results of the investigations are described in the Sect. 5, and the outcomes
are explored and elaborated. Finally, the paper concludes in Sect. 6, with the discus-
sion of key points of the present study.

2 Literature Review

Domhan et al. [6] state that automatic hyperparameter is far better than manual ones,
and proposed a probabilistic model to determine the combination of values that are
not leading to poor result and when that happens the learning process stops and the
learning process is resumed with different set of parameters. The process of finding
optimal hyperparameter speeds up because of this early stopping. It considers a num-
ber of steps of stochastic gradient descent as the function to minimize. The learning
curve is observed using a probabilistic model to determine the performance of the
model. Experiments were conducted onMNIST, CIFAR10, and CIFAR100 datasets.
The implemented architectures are small and large convolutional neural networks and
the result was 19.22% error rate. It is proposed by Dougal Maclauriny and others in
[11], that reversing the values of stochastic gradient descent with momentum helps
in finding the optimal hyperparameters. Bergstra et al. [4] has proposed two new
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methods for determining hyperparameters automatically and compared those meth-
ods with the random search technique of finding optimal hyperparameters without
any intervention of human. The proposed methods are based on greedy sequential
methods. Deep Belief Networks (DBN) are employed to test the developed greedy
sequential methods and they have outperformed the random search. Ilievski et al. [8]
proposed a method based on radial basis function named HORD that is determin-
istic and outperforms gaussian process. Fabolas, a bayesian optimization scheme
was developed in [9], by Klein and others. Training time and loss is modeled as
a function of data set size. It was tested on support vector machine and found to
be 10–100 times faster than bayesian methods. Hyperparameter optimizations are
performed using genetic algorithms by Young [14]. It is based on the concept of
evolutionary computing wherein the best hyperparameter configuration is chosen by
going through the natural like process of evolution. Loshchilov developed CMA-ES,
the covariance matrix adaptation evolution strategy technique [10], to evaluate the
hyperparameter selection in parallel. The method devised has been compared with
bayesian strategy to find the optimal hyperparameter configurations on 30 GPUs.
Hyperopt, a python based library for configuring hyperparameters automatically is
reported in [3], by Bergstra and others. The library is comprehensively described
in the article and design method is also presented. Snoek [12] states that the kernel
type of gaussian process and proper hyperparameter treatment will assist in finding
a better optimizer. In the study, authors developed an algorithm with bayesian opti-
mization to be executed on parallel implementations. Zela [15] demonstrates that
both the neural architecture and hyperparameter configurations can be done together
in the same network. It is indicated in the work that separating architecture and con-
figurations is suboptimal, whereas doing it combined will give good results. Feurer
and others [7] address the question of AutoML, i.e., automated machine learning.
Several methods including Bayesian and multi-fidelity optimizations were exam-
ined. Akiba et al. [2] developed a hyperparameter optimization framework, which
follows a design-by-run principle. Tsai et al. [13] investigated the problem of pre-
dicting the number of passengers in a bus and simulated annealing technique is used
to determine the hyperparameter of the model.

3 Skopt: Library for Hyperparameter Optimization

Scikit-optimize or Skopt is a library for implementing various optimizations [1]. It
provides number of built-in functions to achieve optimizations.

3.1 gp_minimize

The function gp_minimize is based on the process of gaussian using Bayesian opti-
mization. Optimizing hyperparameters using cross validation method for different
folds is not an optimal process. It would take forever to determine optimal hyper-
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parameters. The other way is to use the gaussian process to approximate the values.
It is assumed that multivariate gaussian is being followed by the function, and thus
the next values will be generated by the gaussian process kernel using the function
values covariance. The acquisition function is then employed to assess the next value
of the hyperparameter, which is relatively faster than cross validation approach.

3.2 forest_minimize

Decision trees are employed in forest_minimize to determine the values for the
hyperparameters. It is a tree-based regression model, that is used to assess the values
at regular intervals to determine the optimal hyerparameters. It works by looking
into the function values one after the other. The point where it gets the minimum
configuration is chosen.

3.3 gbrt_minimize

gbrt_minimize is a function of skopt that finds the optimal hyperparameters based on
gradient boosted trees. This method essentially improves the performance by evalu-
ating the function sequentially to determine the right parameters with the minimum
number of evaluations. The function accepts the parameters that need to be learned
to optimize the objective function.

4 Environment

Themodel has been developed onNVIDIAGPUbasedwindows 10machine. Python
3.6 has been used through anaconda. Anaconda is an open source software that
provides an environment for the development of python programs. Tensorflow and
Keras have been utilized for deep learning APIs. CUDA and cuDNN softwares of
NVIDIA facilitate to harness the power of graphic processing unit (GPU).

4.1 Dataset

The experiments have been performed on MNIST dataset [5]. It is a defacto dataset
for investigating machine and deep learning methods. This dataset is a collection of
images of handwritten digits 0 through 9. Total images in MNIST are 70 k. Training
set comprises of 60 k images and testing set has 10 k images. There are 10 classes
(0–9) and each image belongs to any one of the classes. Images are of gray scale
with 28 × 28 pixels dimensions.
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5 Results and Discussions

The three functions gp_minimize, forest_minimize and gbrt_minimize of skopt
library have been experimented on MNIST dataset to determine which function pro-
duces the optimal hyperparameters. The chosen hyperparameters to train are learning
rate, activation function, number of dense layers, and number of dense nodes. The
ranges for each hyperparameter is specified. The low and high of learning rate is 1e–6
to 1e–2, the number of layers is between 1 and 5, number of nodes has 5 and 512 as
low and high values and the activation functions specified are relu and sigmoid. The
initial values are 1e–5, 1, 16 and relu for learning rate, number of layers, number of
nodes in each layer, and activation function, respectively. After initializing hyper-
parameters with the default values, a model is developed using which training and
testing is done to know about the accuracy of different combination of hyperparam-
eter values. A convolutional neural network is created with 4 layers. The first one
being the input layer followed by two 2D convolutional layers and the last one is a
fully connected or dense layer. There are five kernels and 16 filters employed in the
first convolutional layer and the second one has five kernels and 36 filters. The dense
layer uses softmax activation function and adam is the optimizer specified. Accuracy
is the performance metric.

The acronyms used in the figures are LR: Learning Rate, DL: Number of Dense
Layers, DN: Number of nodes for each dense layer, AT: Activation Function and
ACC: Accuracy.

Figure1 shows accuracy obtained on training gb_minimize function on MNSIT
dataset using convolutional neural network. It is observed that the lowest accuracy
is 8.68% for the learning rate, number of layers, number of nodes per layer, and
activation function combination of 2.3e–06, 4, 69, sigmoid, respectively. 3.9e–04, 5,
512, and relu combinations of hyperparameters gives the highest accuracy of 98.96%.

Figure 2 presents accuracy obtained on training forest_minimize function on
MNSIT dataset using convolutional neural network. It is showed that the lowest
accuracy is 8.68% for the learning rate, number of layers, number of nodes per layer
and activation function combination of 9.0e–03, 1, 305, sigmoid, respectively. 4.4e–
03, 1, 319 ,and sigmoid combinations of hyperparameters gives the highest accuracy
of 98.74%.

Figure3 indicates accuracy obtained on training gbrt_minimize function on
MNSIT dataset using convolutional neural network. It is listed that the lowest accu-
racy is 9.24% for the learning rate, number of layers, number of nodes per layer,
and activation function combination of 2.8e–06, 5, 18, sigmoid, respectively. 6.4e–
04, 1, 501, and relu combinations of hyperparameters gives the highest accuracy of
98.94%.

Figure4 gives different values selected in gp_minimize for various epochs. It can
be seen in the histogram shown in Fig. 4a, 10−3–10−4 range of learning rate have
highest selection count upto 12 times. As shown in Fig. 6b, relu activation function
has been choosen for almost 30 times, whereas sigmoid for only 10 times. Maximum
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Fig. 1 Shows the accuracy obtained for gp_minimize

Fig. 2 Shows the accuracy obtained for forest_minimize
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Fig. 3 Shows the accuracy obtained for gbrt_minimize

(a) Learning rate (b) Activation Function

(c) Dense Layer Number (d) Dense Nodes Number

Fig. 4 Count of hyperparameter selected in gp_minimize function
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time 1 and 5 dense layers has been selected as given in Fig. 6c, and count of dense
nodes is 500 most of the time presented in Fig. 6d.

Figure5 presents different values chosen for different epochs while execution.
Figure5a represents the choice of learning rate, as can be seen, 10−2 was the rate
selected for almost 16 times which is the highest count for learning rate. Preference
for sigmoid activation function has been evident from the histogram in Fig. 5b, for
almost 35 times and relu was selected only form 5 times. In Fig. 5c, it is clear that
one dense layer was chosen for more than 25 times which is greater than any other
value. Number of dense nodes range is 300–400 as shown in Fig. 5d.

Figure6 illustrates various chosen values of gbrt_minimize in terms of different
combinations for number of epochs. It can be noted from the histogram shown in
Fig. 6a, that 10−3 and 10−2 were chosen formaximum times. Relu activation function
has been preferred by gbrt_minimize shown in Fig. 6b, for more times than sigmoid.
Relu was the choice for 25 times, whereas sigmoid selected for only 15 times. As
for dense layers in Fig. 6c, the pattern is the same as other two functions and one
dense is chosen for 18 times. Figure6c histogram shows that 14 times 500 value was
initialized to dense nodes.

Figure7 gives the comparison of the low and high accuracy values for the three
functions.

(a) Learning rate (b) Activation Function

(c) Dense Layer Number (d) Dense Nodes Number

Fig. 5 Count of hyperparameter selected in forest_minimize function
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(a) Learning rate (b) Activation Function

(c) Dense Layer Number (d) Dense Nodes Number

Fig. 6 Count of hyperparameter selected in gbrt_minimize function

Fig. 7 Analysis of gp_minimize, forest_minimize and gbrt_minimize

Figure8 shows the best three and least two accuracy values for the three functions.
The analysis of results of the top three and last two configurations shows that relu
activation function in combination with other parameters produces the best results.
It is observed that there is no specific pattern about the number of dense layers in
obtaining low or high outcomes. However, it is noted that the accuracy increased
drastically when the number of nodes per each dense layer is more. When there are



66 H. Shaziya and R. Zaheer

Fig. 8 Showing first three and last two accuracies

few nodes, the accuracy seems to decrease and when the nodes increase, accuracy
also elevates. It can be seen that Bayesian optimization is better than tree-based and
gradient-based, in fact, all the three are so close in terms of high and low accuracy.

6 Conclusion

Hyperparameter tuning is an essential task in machine learning and deep learning
models. Essentially, hyperparameters determine the accuracy of the model. An opti-
mal configuration gives the best results whereas suboptimal choices may result in
worst accuracy. Generally, by using trial and error basis hyperparameters are cho-
sen. However, it is time-consuming to test for various combinations without any
scientific reason. Hence, automatic schemes were proposed to facilitate selection of
hyperparameters by the system itself. Bayesian optimizations are mostly employed
to automate the process of hyperparameter tuning. In the present study, three func-
tions based on gaussian process, decision trees, and gradient boosted methods have
been considered to evaluate on MNIST dataset. The current work has developed
a two layered convolutional neural network to experiment with the gp_minimize,
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forest_minimize and gbrt_minimize functions of skopt library. It is indicated in the
results that the gp_minimize function generates 98.96% accuracy. It is specified that
gp_minimize is based on bayesian optimizations which has outperformed the other
methods of decision tree and gradient boosted schemes.
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Strategies to Effectively Integrate
Visualization with Active Learning in
Computer Science Class

Humera Shaziya and Raniah Zaheer

Abstract Educational technology has disrupted the teaching learning process.Addi-
tionally students involvement during the class work accelerates the learning rate.
Hence, integrating visualizations with active learnings (VAL) can transform the edu-
cation system. The three strategies discussed in this study are Predict, Calculate, and
Explain. Each strategy consists of three phases. The first phase is partial explanation
of the topic by instructor followed by students activity. Second phase requires stu-
dents to predict the outcome, calculate the result or provide conceptual explanation
for predict, calculate, and explain strategies, respectively. Third phase deals with
discussions among the instructor and students over the topic. It has been observed
through this study that active learning is far beneficial than traditional method of
teaching and when it is integrated with appropriate visualization tool further develop
the comprehension of the subject. Experimental outcome of this investigation proved
that indeed VAL achieves the goal of engaging students with the use of technology.
The results with VAL is 85% and without VAL is 68%. Thus, VAL strategies are
more efficient than conventional classroom approach in a computer science class.

Keywords Active learning · Animation · Calculate · Explain · Predict ·
Simulation · VAL · Video · Visualization

1 Introduction

Innovative learning techniques are the demand of the present education system.
Traditional method of teaching follows an instructor-centric approach wherein an
instructor presents the content material to the students with little or no involvement
of students during the lecture. However, there is a need to engage students during
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the lecture to ensure better understanding through participation. Active learning is a
technique that addresses the problemof one-way communicationwhere every student
is required to participate in the learning activity.With the advent of themost advanced
technology in the education field, the teaching learning process can be made more
effective. The visualization tools such as videos, animation, and simulation can be
used in a classroom. Choosing a suitable visualization tool for the explanation of
a topic further improves the clarity of the topic. Integrating the visualization tools
with active learning methods enhance the teaching activity. The learning outcomes
may be measured effectively by considering the performance of the students during
the lecture session. In this paper, effective integration strategies are discussed to
incorporate in any classroom setting. The use of visualization and the engagement
of students lead to better understanding of the subject.

The subjects like algorithms, programming languages, operating systems, com-
puter networks, database management systems, can be explained with illustrations
and demonstrations by using the appropriate visualization tool. Visualization tool
when used properly can enhance the quality of teaching and provides the students
more knowledge easily. There is a need to figure out whether to use visualization, and
based on the suitability of the visualization the most appropriate technique can be
chosen. Traditional method of teaching wherein the teacher is to speak and students
are to listen does not ensure whether students really comprehend the topic. This
method also does not provide any mechanism to determine the achievement of the
learning objectives, except assessments that are conducted in the mid and end of the
semester. Active learning is about engaging students in various activities in a class
to make sure they learn by doing themselves. Active learning requires an instructor
to create carefully designed activities. The research question addressed in this work
is, whether the integration of visualization with active learning prove to be efficient
for computer science courses at university level. The Contributions of this work are:
to integrate visualizations with active learning, to implemented the VAL strategies
in computer science class, to assess the impact of VAL by conducting an experiment
and reporting the performance of students in computer science class.

The paper is organized as follows: Sect. 2 will report the related work. Section3
introduces the idea of active learning and its methods. Visualization need and its
appropriate choice is outlined in Sect. 4. Section5 presents the integration of visu-
alization and active learning. Section6 explains the investigations performed with
two groups of students and results are elaborately analyzed. The paper concludes in
Sect. 7, giving insights about the current work and experiments.

2 Literature Review

According to Banerjee et al. [7], students predicting the outcome with visualization
shows significant improvement of learning over students who simply view the visu-
alization. They have also showed through their study that students who had prior
training of active learning benefit a lot with the use of visualization. The research
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questions addressed in the paper are whether there is a better behavioral engagement
and cognitive achievements when visualization is combined with the active learning
and what are the student perception about the effectiveness of learning with visual-
ization. Two experiments were conducted to study the impact of using visualization
with active learning. Experiment one investigated the student group not trained in
active learning and experiment two was carried out with student group trained in
active learning. The results from experiment one showed that there are statistically
better results of visualization with active learning in contrast to passive learning.
However, there were null results with respect to cognitive achievements. Experiment
two results were positive in terms of behavioral engagement, effective learning, and
cognitive achievements. In [8] Banerjee et al., conducted an investigation to study
the effects of using visualization to explain the concept of pointers to first year grad-
uate students and found that there were no significant improvements in the post-test
results and concluded that there are several other factors that have impact on results
such as topic complexity, learner characteristics, and challenge level of assessment
questions. Rodger developed visual and interactive tools for teaching and learning
computer science concepts. Two such tools are JAWAA [5], used to create animations
and JFLAP [20], for investigating about the automata and grammar. Hundhausen et
al.[15] has done an extensive study of evaluating the effectiveness of algorithm visu-
alization (AV) and their significant findings state that the effectiveness of AV depends
greatly on how it is used by students rather than what AV shows them. Banerjee et al.
have come up with a mapping strategy between instructional objectives and instruc-
tional strategies with visualization. They have also specified an implementation plan
for the chosen strategy. Banerjee et al. [24] discusses about visualization and how it
helps students to develop a mental model. Suresh et al. [22] developed a system to
simulate data structures which facilitate quick comprehension of topics. Pegu [19]
Information and Communication Technology in Higher Education in India: Chal-
lenges and Opportunities, discusses the use of information technology in the class
that has changed the way teachers and students interact and communicate with each
other. The paper also talks about different new and innovative ways to disseminate
information to the learners. Finally, the paper explores the transformative potentials
of ICT in higher education in India. Stoltzfus andLibarkin [21] examined the scale-up
classroom setting and a regular classroom environment and conducted experiments
to conclude that active learning is all about engaging students in activities and not
indulging in expensive technological infrastructure. Grissom et al. [12] performed
a survey to determine the rate of adoption of student-centric learning methods. It
has reported that computer science faculty use active learning moderately. Bass [9]
proved a hypothesis, active learning is better than lecture learning in social stud-
ies class, to be true through tests conducted on two groups. Active learning group
performance escalated relative to lecture learning group. Abrahams and Singh [4]
presented e-commerce class model that facilitated students to create an e-commerce
website and training material. This specific environment enables students to learn
the concepts by doing and implementing. García-Holgado et al. [11] investigated
a comprehensive survey about the software engineering introductory course taught
using active learning techniques and described the results that suggest there is an
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improvement in the students comprehension of abstract topics through learning by
doing projects. Houseknecht et al. [14] incorporated active learning methodologies
during workshops of organic chemistry, measured and compared the results from
preceding workshop, and found that it was quite encouraging to consider the use of
active learning even for workshops and seminars. Deslauriers et al. [10] discusses
cognitive element involved in active learning. It differentiates between feeling of
learning (FOL) with test of learning (TOL) by performing experiments to give stu-
dents concrete results, and thus clarify their perception of learning through tests.

3 Active Learning

Active learning approach to teaching engages students during the class work. In [6],
ArmbrusterIt introduced active learning in the class of basic biology. Students were
given questions or problems and after solving them, they are made to discuss their
answer with their peers to bring the active participation of every student in the class
activities. Thus, it is shown in the paper that it is advantageous to make students
participate in the learning process. Some of the strategies of active learning are (i)
think pair share (ii) one minute paper (iii) collaborative learning (iv) learning by
teaching (v) infographics.

3.1 Think Pair Share

In this method, a question or problem or topic is given to a student to think about it.
One to two minutes will be provided to write down the solution. Then the student is
asked to discuss her answers with her peer adjacent to her. Both the students share
their responses and discuss about the topic. Kothiyal [16] have done experiments of
think pair share in CS1 class for a period of ten weeks by doing total 13 activities
over that period. It was found that 83% of the students were engaged in the activities.

3.2 One Minute Paper

A topic is provided to the students and they are asked to write their responses in a
minute [13]. This method can be used at the end of the class to determine whether
students have understood the concept. The teacher can give the right answer and
the students can compare their responses with the correct answers. Murphy [18]
have used this technique in a data structure lab to obtain the students responses.
Traditional way of taking responses was pencil and paper, however, the authors have
created electronic method and thus students provided longer responses compared to



Strategies to Effectively Integrate Visualization with Active … 73

traditional method which has facilitated instructor to gain insights about the students
comprehension.

3.3 Collaborative Learning

Groups are created from the class and projects or tasks can be given to the group.
Students split the task into subtasks and each one is performed by a specific student.
Later everyone’s contribution is collected and combined to form the solution to the
project. In [23], Tsai et al. have taughtWeb 2.0 course of computer science usingwiki
pages. This class was conducted for UG students and those who have participated in
the wiki project to learn about the subject showed excitement and enthusiasm. The
paper also outlines a methodology to incorporate wiki projects in the classroom.

3.4 Learning by Teaching

New topics which are not discussed in the class are given to students. They come
prepared to the class and explain the topic to the entire class. So the students learn
about the concept by teaching it to the class.Abrahams et al. [3] implemented learning
by teaching in an e-commerce classwherein students have prepared teachingmaterial
and also taught the course concepts to the class.

3.5 Infographics

Infographics is about representing the concepts or ideas or topics in graphical forms.
Instructor can explain the concept and ask the students to create graphical representa-
tions of the topic. This method facilitate development of students critical thinking by
involving and participating in the process of comprehending a topic. This simplifies
the learning process as the complex topic can be showed in a simple graphical form.
Krauss [17] discussed about infographics and its use in the classroom environment.

4 Visualization

4.1 Visualization and Its Need

Visualization has been used since ages in the teaching of different subjects. Tradi-
tional ways to represent the topic visually is to use various kinds of diagrams, plans,
graphs, flow charts, and so on. Visual cue of a jargon or important term helps students
to remember and recall it later.
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4.2 How to Choose Appropriate Visualization for Your Topic

To determine the appropriate tool to be used with the topic, one has to first figure out
whether the topic is suitable to be explained with the help of visualization. Not all
topics in a subject require the use of a tool. Figure1a shows the subject structure is
divided into three different types of topics: procedures, concepts, and facts. Typically,
a procedure consists of number of steps or cycles that can be best explained by
means of a visual tool. It turns out that the concepts also need some kind of visual
to describe clearly or in a lucid manner. It is more intuitive to interpret facts and so
visual tool might not be that effective in its explanation. There are several purposes
of using visuals. They can be mainly categorized into 3 classes: instructor centric,
topic centric, and student centric. An instructor motives to use a visualization to
complete the syllabus faster or to avoid writing on the board are not to be considered
for choosing visualization. Visualization use for such topics is recommended and the
approach is known as topic centric use of visualization. It turns out that a student-
centric approach is the most appropriate one for the usage of visualization as it aims
at making students comprehend the topic in a relatively easier manner. Figure1b

(a) Subject Structure

(b) Visualization

Fig. 1 Structure of subjects and usage of visualization
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shows the process of making a decision about the purpose of using a visualization.
Sometimes a tool may not bring about any difference in level of understanding of a
topic, in such situation it is not recommended to use it. However, there are several
topics that can be benefited by the use of it. Finally, use of a tool just to make a class
or topic fancy does not satisfy the intended purpose of using it, so in that case it has
to be used occasionally.

5 Strategies for Integration of Visualization with Active
Learning

There are three strategies to integrate visualization with active learning: Predict,
Calculate, and Explain. These active learning methods are combined with visual-
ization and are executed in three phases: Observe, Predict or Calculate or Explain,
and Correct. Essentially, the idea is to engage students with some sort of activity
with the help of visualization. Typically, the observe phase to let students view the
visualization in order to gain an understanding of concept. The second phase is con-
cerned with students activity in which they come up with their results. Finally, in
the correct phase, the instructor discusses the actual result and students results. In
the current study, these strategies are used to teach computer science (CS) subjects
in the classroom setting. It turns out that the use of visualization in a passive mode
of teaching does not provide higher level of perception of concepts in contrast to
the use of visualization in an active learning mode where there is a higher students
engagement in the learning process.

5.1 Predict

This strategy focuses on prediction of outcome of an experiment. A video or ani-
mation or simulation of a concept is showed to students up to a particular point and
is paused. The students are then asked to make a prediction of what happens next.
The three phases corresponding to predict strategy are observe, predict, and correct.
As mentioned earlier, choice of appropriate visualization for a topic is an important
aspect of improving the understanding level of the topic. First, there is a need to figure
out whether the topic is suitable to be explained with some kind of visualization. To
demonstrate the use of predict strategy in CS, the topic chosen is CPU scheduling
from operating system subject. There are various algorithms for scheduling jobs to
processor. The setup for the demonstration includes a simulator wherein couple of
input variables have to be chosen such as number of jobs, algorithm, speed, and so
on as shown in Fig. 2a. Instructor choose the appropriate input values and run the
simulation up to a particular point and then it is paused. Instructor asks the students
to make a prediction of next job to schedule to cpu. After students write down their



76 H. Shaziya and R. Zaheer

CPU Scheduling Result 1 

CPU Scheduling Result 2 

Fig. 2 Shows implementation of predict

predictions, instructor resumes the simulation and a comparison of student result
with the actual result given in Fig. 2b, is done and the discussion follows.
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5.2 Calculate

Calculate strategy is applied to topics that involve computations or mathematical
calculations. This strategy consists of three phases: observe, calculate, and correct.
In the observe phase, a video or simulation performing calculation of first step of a
topic is played, students observe how it is being done. The video or simulation is
paused just before the execution of second step and students are asked to perform
calculations and write the results down. The third phase is about discussing and
correcting the outcome of the calculation phase. During the correct phase, video
or simulation is played again to get to know the correct output of the calculation,
followed by the discussion on how to arrive to the actual output. Students have to
state the logic for arriving at a particular result. For instance, Fig. 3a, shows pictorial
implementation of searching of a key in a hash. This simulator can be found at [2]. A
hash is created with few elements in it. A key value is given as input to be searched in
the hash. The simulation in Fig. 3b, demonstrates step by step the search procedure
in a hash. The result is displayed after the simulation of the process.

5.3 Explain

Explain strategy is used to illustrate a concept with the help of visualization. This
can be done in the first class of a new topic or a concept. The phases in this strategy
are observe, explain, and discuss. In the observe phase, a video or simulation of
the entire concept is showed without giving any explanation of it. The students are
then asked in the explain phase to come up with the explanation of that particular
concept. This can be combined with think pair share strategy of active learning.
Students are grouped into pairs, these pairs watch to the video or simulation in the
observe phase and discuss to arrive to the explanation of the concept and share their
interpretation with the class. Different groups present their understanding about the
concept and later the teacher discusses scientifically correct explanation and argues
the pros and cons of various explanations. Figure4a simulates the concept of paging
from operating system (OS) course. Simulation shows the behavior of OS when the
pages are brought in and out of the memory and it helps learners to form a cognitive
image of how an invisible concept works. For instance, when a page is brought in the
memory and swapped out of the memory, changes are made to the page table that is
shown in Fig. 4b.

6 Results and Discussions

To showcase the effectiveness of active learning in a classroom environment, B+ tree
topic from database management system (DBMS) has been chosen. A simulator for
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Hash 1 

Hash 2 

Fig. 3 Presents how to leverage calculate approach

B+ trees [1], is leveraged to perform the study in the class of PG Sem III. Students of
this class had basic knowledge of data structures and relational database concepts.
Total number of students attended the experiment is 20. The students were split
in two groups, first group was taught the concept of B+ trees using conventional
teaching style,whereas the other group has beenmade to learn the same concept using
active learning integrated with visualization. The strategies explained in the active
learning section and visualization section have been incorporated to disseminate the
B+ topic of DBMS. Think pair share strategy of active learning and predict method
is employed to engage students in the teaching learning process. The activity begins
when the instructor explains the concepts and rules of B+ trees. After detailing the
rules for constructing an example tree using the visualization technique, students
were asked to involve in the activity. The activity starts by giving a series of numbers
for the development of a B+ tree. The numbers given are 4, 2, 8, 3, 9, 11, 18, 5, 12,
6. Each student first creates a tree using pen and paper, then discuss it with his/her
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Paging result 1 

Paging result 2 

Fig. 4 Demonstrates explain method
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adjacent student, and lastly create the tree with the same numbers using visualization
method. Thus, active learning and visualization has been successfully integrated into
the classroom activity which is resulted in better participation and involvement. This
gives students opportunity to develop the critical thinking abilities. The number of
students who have correctly created the tree using active learning and visualization is
85%, whereas only 68% students from other group could do the construction of the
B+ tree correctly. Another experiment was carried out from operating system course
for the determination of number of page faults. The concept of paging and page fault
was explained with conventional means of chalk board. The students are given a
problem to find out the number of page faults. Second group of students were taught
by means of visualization and animation of page fault topic, from the test results of
these students it turns out the performance was relatively better than the first group.
Thus, the results proves that integrating visualization with active learning improves
the performance of the students.

7 Conclusion

Information and communication technology in higher education has brought many
changes in the manner teaching is conducted and thus improves the level of under-
standing of difficult concepts. Certain topics can be explained well with the help
of visualization. Active learning engages students in the teaching learning process.
In this paper, various strategies to integrate active learning with visualization have
been discussed. The strategies have been applied concretely to computer science
concepts. The active learning techniques such as predict, calculate, and explain are
discussed in detail with the example concepts from the area of computer science.
The visualization methods such as video, animation, and simulation are integrated
effectively with the active learning strategies to enhance teaching learning process. It
is shown that the effective utilization of visualization comes from the nature of topic
of discussion. There are some topics that are explained well and cognitive achieve-
ment will be more if they are explained using the appropriate visualization. Passive
learning does not yield better acquisition of knowledge compared to active learning
that enhances comprehension of subject material. It is discussed in this paper about
integrating active learning with visualization to produce better results in terms of
knowledge acquisition and performance in exams. The students who could finish
the activity without active learning and visualization are 68% whereas 85% students
could do the assigned task using active learning and visualization.
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Supervised Learning-Based Classifiers in
Healthcare Decision-Making

Barasha Mali , Chandrasekhar Yadav, and Santosh Kumar

Abstract Supervised classifiers are machine learning classifiers that can predict
the present categorical class label if similar information from the past is given. The
simple and easy nature of such classifier makes it popular in different applications.
Healthcare is one such application area which has recently adopted this computer-
ized decision-making approach to assist the experts and speed up the process. Also
advances in healthcare electronics is generating a lot of data and making it eas-
ily available. The reference for designing a reliable decision-making system can be
obtained from these easily available datasets. This paper briefs the recently adopted
machine learning techniques in healthcare with special focus on the supervised clas-
sifier algorithms, its application to healthcare decision-making and their evaluation.
These classifiers are applied to a Parkinson’s disease benchmark dataset for valida-
tion.
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1 Introduction

Supervised learning-based decision-making has proved its worth in different fields
including healthcare and is gaining popularity. Recently [10], have reviewedmachine
learning applications in neuroscience and suggested it as the handy toolbox for the
future neuroscientists. Supervised machine learning helps to accurately predict the
performance of different methods used by neuroscientists to determine the correlated
variables or to get some standard and simple models related to neuroscience. Esteva
et al. [9] has cited that the improvement in computational and electronic technology
has made a large amount of data available leading to the increasing popularity of
deep machine learning in the healthcare sector, especially in the fields of medical
imaging, robotic-assisted surgery and genomics.

Such computational techniques that make human-like decision are used to design
smart healthcare environment in [15], to monitor and analyze the health of the user.
Table1 will help us visualize that various effective applications in healthcare have

Table 1 Recent application of computation in healthcare

Author and year Method Application

Carnevale et al. 2020 [6] Supervised learning Identifying critical patients based on the
posts in a network

Glaser et al. 2019 [10] Supervised Machine
learning

Predictive variable identification and
benchmarking brain models in
neurobiology

Subasi et al. 2019 [15] Machine learning Designing smart healthcare for
recognizing human activities

Esteva et al. 2019 [9] Deep learning Impact of computational techniques in
medical imaging, robotic- assisted surgery
and genomics

Bansal et al. 2019 [5] Machine learning Medical department identification of
visiting patients

Jiang et al. 2017 [12] Artificial intelligence Reviews that cancer, cardiology and
neurology as the major AI application
areas for early detection, diagnosis and
treatment

Miotto et al. 2017 [13] Deep learning Reviews the deep learning applications in
medical applications and suggests it for
improving the health sector

Dua et al. 2014 [8] Machine learning Challenges and solutions related to
healthcare informatics are reviewed and
applied

Dua et al. 2014 [7] Supervised learning Surveys the supervised machine learning
models for fraud detection in healthcare

Soleimanian et al.
2012 [14]

Decision Tree Determining the appropriate medical
operation method for pregnant women

Zhang et al. 2015 [18] Semi-supervised kernel
learning

Classification and prediction of
pulmonary embolism and breast cancer
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come up utilizing supervised learning, machine learning and deep learning-based
decision making classifiers.

The authors surveyed the recent healthcare applications using supervised learning
and relatedmethods.Decisionmaking in healthcare ismostly benefitted in this sector.
Therefore, to see how effective the supervised learning methods are, the different
classifiers were implemented on a real dataset of Parkinson’s disease. The method
of data collection and dataset description is explained in Sect. 5. The supervised
classifiers were compared using the different evaluation parameters.

Section1 gives an introduction about supervised learning and related fields in
recent healthcare applications, Sect. 2, briefs the classifier algorithms in general,
Sect. 3, discusses the parameters used for evaluating the performance of the classi-
fiers, Sect. 4, applies the supervised classifier algorithms to a healthcare dataset as a
case study and the paper is concluded in Sect. 5, giving an idea about the future of
supervised classifiers in healthcare.

2 Classification Algorithms

Classification is the method of forming a subset of data based on some similarities
among them. It finds application in various areas to distinguish between different
categories of available information. For supervised learning classifiers some subset
of the data must be known [16]. Depending on the application and data availability,
different classifiers may perform better than the other.

It basically consists of two phases: (i) training phase where the subset of data with
known classification is used to construct a model for the next phase and (ii) testing
phase where the subset of data with unknown classification is assigned classes based
on the training phase.

Some commonly used classifier algorithms are as follows:

1. Decision trees: Decision trees are used to classify different classes based on split
criteria such as gini-index or entropy starting from the beginning or root note to
the decision or leaf node [17]. The indices give a measure of skew of different
classes which is inversely proportional to the value of the indices. If p1, p2, . . . pk
are the fraction of classes in node N belonging to k different classes, gini-index
and entropy is given by Eqs. 1 and 2. Gini-index ideally should lie between 0 and
1 − 1

k and entropy between 0 and log(k).
Gini-index,

G(N ) = 1 −
k∑

i=1

p2i (1)

Entropy,

E(N ) = −
k∑

i=1

pi.log(pi) (2)



86 B. Mali et al.

Decision trees are subclassified as: deep, medium and shallow trees based on the
depth of the trees.

2. Nearest neighbour: Nearest neighbour classifier is a simple instance-based classi-
fier. The top k values of the training data are considered as the given test instance
and majority class data found among the neighbouring k values is the predicted
class. Improved performance of the classifier can be obtained by using a near-
est neighbour index like centroid, mahalanobis distance, fisher’s discriminant,
etc. This can be easily converted to the multiclass nearest neighbour classifier [3].
Based on the index the nearest neighbour classifiers are classified as fine, medium,
coarse, cubic, cosine, weighted, etc.

3. Support vector machines: Support vector machine or SVM is basically a binary
linear classifier based on a single separating hyperplane that separates two dif-
ferent classes optimally [3]. It is modified into multiclass support vector machine
to classify dataset with more than two classes. The generalized equation of SVM
classification is as in Eq.3.

Y (x) = WTφ(x) + b (3)

where Y (x) is the output of the classifier, b is the bias and WT is the weight and
is obtained from the training dataset. Data x is mapped to space S using φ(x).
Minimizing ||W || and satisfying condition yiY (xi) ≥ 1 a suitable hyperplane is
obtained for separating the different classes [4, 11].
A linear hyperplane is used for linear SVM. Complex datasets are not always
linear and kernel functions are used to transform a low dimensional space to a
high dimensional space. Therefore, based on the kernel function SVM classifiers
are further classified as fine gaussian, medium gaussian, coarse gaussian, cubic,
quadratic, etc.

4. Ensemble: Ensemble methods combine the information obtained from more than
one classifier, and hence better performance can be expected from such classifiers.
Based on the selection of base classifiers and specific combination strategies,
ensemble methods are classified as boosted trees, bagged trees, subspace kNN,
subspace discriminant, etc.

Classification algorithms are based on the type and amount of data available. Also,
each model has its advantages and limitations.

3 Methodology

Recent applications of supervised learning method in making decisions in various
healthcare applications were surveyed. The classification algorithms were analyzed
and applied to a real healthcare dataset which is used as a benchmark dataset in most
of the available literature. The classification algorithms were compared using the
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evaluation parametres as mentioned in Sect. 4. Different classification algorithms
perform best in different conditions of datasets and the best method for classifying
the patient’s condition in the dataset was analyzed using the evaluation parameters.

4 Performance Assessment

The classifier algorithms are assessed on how exactly it has categorized the classes
of the test dataset. The performance assessment is, therefore, done on the testing
dataset. Validation and evaluation measures used are discussed in this section.

Cross-validation is a method where the available dataset is divided into k subsets
where (k − 1) subsets are used for training of the supervised classifier and 1 subset is
used for testing. This is repeated k times considering each subset once for testing and
then the average of the cross-validation error is used as a performance assessment
indicator. Cross-validation using 5 folds is used to assess the performance of the
classifiers used in terms of performance.

The possible perception for the classified output of a classifier can be categorised
as follows [1]:

1. True Positive (TP)- An actually positive class classified as positive.
2. True Negative (TN)- An actually negative class classified as negative.
3. False Negative (FN)- An actually positive class misclassified as negative.
4. False Positive (FP)- An actually negative class misclassified as positive.

In case of a 2-class or binary problem, this is represented by a 2 × 2 dimensional
matrix and as shown in Fig. 1. This 2 × 2matrix is known as confusionmatrix and the
predicted true classes are compared using this matrix. This can be easily expanded
to n × n dimensional matrix for a n class classification and prediction problem as
Fig. 2. Accuracy is an evaluation measures that describe how correctly a classifier
can classify the different classes or how good it is performing. Mathematically, it
can be represented as Eq.4.

Accuracy = Number of correct predictions

Total number of predictions
(4)

In confusion matrix terms, accuracy is given as Eq.5 below.

Accuracy = TP + TN

TP + TN + FN + FP
(5)

Precision and recall are metrics that can be used to compare the result. Precision
or positive predictive value gives the measure of how much positively identified
classes are actually correct. Recall also known as sensitivity gives the measure of the
portion of the correctly identified actual positive classes. This can be represented by
the Eqs. 6 and 7.



88 B. Mali et al.

True
positive
(TP)

p′

p

False
negative
(FN)

n total

P′ =TP+FN

False
positive
(FP)

n′

total P=TP+FP

True
negative
(TN)

N′ =FP+TN

N=FN+TN

True
class

Predicted class

Fig. 1 Confusion matrix of a 2-class problem
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Fig. 2 Confusion matrix of a multiclass classification

Precision = TP

TP + FP
(6)

Recall = TP

TP + FN
(7)

The same can be extended for a multiclass problem as the Eqs. 8, 9 and 10

Accuracy = M11 + M22 + · · ·Mjj∑n
i=1

∑n
i=j Mij

(8)
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Precision of ith class = Mii∑n
j=1 Mji

(9)

Recall of ith class = Mii∑n
j=1 Mij

(10)

5 Case Study

The application of supervised classifiers as mentioned in Sect. 2, were applied to a
Parkinson’s disease dataset [2] to verify its performance in the healthcare sector.

5.1 Dataset Description

Parkinson’s disease is a disorder that occurs in the central nervous system and one of
the early symptoms observed in such patients is voice change. Therefore, the datawas
collected from 252 persons both male and female and of age group 41 to 82. Among
them, 64 were healthy persons and 188 persons had symptoms. The data of healthy
persons were considered as the controlling data. A microphone set at 44.1KHz was
used to collect the voice data which recorded the phonation of /a/ vowel three times
each for each subject.

5.2 Results

Table2 shows the performance of the different algorithms using a 5 fold cross vali-
dation.

The performance parameters: accuracy, true positive (TP), true negative (TN),
false negative (FN) and false positive (FP) are compared. The accuracy of all the
supervised classifiers ia above 68.9% with a maximum of 91.8% for Fine K-Nearest
Neighbour classifier. TheKNNclassifier distinguishes between the two classeswith a
medium speed. The TP gives the actually positive caseswhich are detected as positive
and TN gives the actually negative cases detected as negative for the classifier which
is 79%and 96%, respectively. The FNclassifies the actually positive cases as negative
cases which can be very dangerous in healthcare data classification. This value is
4% in case of the Fine KNN classifier. The other classifiers giving less FN value has
comparatively less accuracy because of the less TP value.

For the Parkinson’s dataset, the supervised classifier Fine KNN classifies the
positive and negative cases with the best accuracy among the different supervised
classifiers. This can vary for other datasets. Therefore, this proves that the supervised
classifier application in healthcare dataset is possible.
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Table 2 Performance of supervised classifiers in the Parkinson’s disease dataset

Accuracy TP TN FN FP

(%) (%) (%) (%) (%)

Fine tree 77.6 55 85 45 15

Medium tree 79.0 52 88 48 12

Coarse tree 78.2 48 88 52 12

Linear SVM 86.1 54 97 46 3

Quadratic SVM 88.0 66 96 34 4

Cubic SVM 88.8 69 95 31 5

Fine Gaussian SVM 74.6 0 100 100 0

Medium Gaussian SVM 84.7 45 98 55 2

Coarse Gaussian SVM 78.0 17 99 83 1

Fine KNN 91.8 79 96 21 4

Medium KNN 82.8 41 97 59 3

Coarse KNN 76.9 11 99 89 1

Cosine KNN 84.5 56 94 44 6

Cubic KNN 80.8 32 98 68 2

Weighted KNN 84.5 46 98 54 2

Ensemble boosted trees 88.5 66 96 34 4

Ensemble bagged trees 86.9 60 96 40 4

Ensemble subspace discriminant 84.0 68 90 32 10

Ensemble subspace KNN 68.9 38 80 63 20

Ensemble RUSBoosted trees 85.4 79 88 21 12

6 Conclusion and Future Works

The paper discusses the popular supervised learning algorithms and have shown its
application in a healthcare dataset. The evaluation parameters for supervised classi-
fiers are also discussed and calculated for the same. Application of the supervised
classifiers to the Parkinson’s disease dataset shows that the performance of all the
classifiers are comparable and can be applied to the healthcare sector to make deci-
sions. The training datasets, however, must be correct and with information content
so as to train the classifier properly before applying it for practical situations.

Healthcare areas where supervised machine learning can be effectively explored
on future are: identifying and diagnosing diseases, early stage discovery of drug and
its manufacturing, medical image diagnosis, decreased clinical trial time, predicting
any epidemic outbreak, etc.
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Gridding and Supervised Segmentation
Method for DNA Microarray Images

Bolem Sai Chandana, Jonnadula Harikiran, Battula Srinivasa Rao,
and T. Subbareddy

Abstract This paper mainly focusses on the image gridding and segmentation
methods of microarray analysis. The process of gridding is to divide the image
into sub-array of spots (sub-gridding) and sub-arrays are again divided into spot
areas (spot detection). Most of the existing methods depend on parameters such as
number of rows/columns, spots count in each row/column, and size of sub-array.
In this paper, a gridding algorithm is presented without any human intervention
removing any parameter initializations. In the segmentation step, first the pixels are
classified as spot/background using Support Vector Machine (SVM). This classifica-
tion result is used for segmentation of spot area in gridded image block. The results
show the proposed algorithms that perfectly grids themicroarray image and perfectly
segments the spot area from background. The log-ratio values calculated for each
spot determines the transcription abundance of each gene.

Keywords Microarray image · Image segmentation · Mathematical morphology ·
Support vector machines

1 Introduction

Microarray technology is used for parallel analysis of gene expression values for
thousands of spots [1]. The output of microarray experiment is an image extracted
from hybridized microarray slide using a sensor with two different wavelengths
Cy3 and Cy5. The analysis of this microarray image is carried out in three stages,
Gridding, Segmentation, and Quantification. The process of gridding is carried out
in two stages, first divide the image into sub-arrays which is called as sub-gridding
and these sub-arrays are divided into gene spot areas which is called as spot detection
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Fig. 1 Architecture for microarray analysis

[1]. Segmentation is the process of grouping spot pixels and background pixels in
each spot area. Quantification is the process of finding the gene expression value
which is equal to the log ratio of green to the red intensity values of spot [2].

The gene expression value depends on the intensity values of the foreground pixels
(spot area) and background pixels. Most of the existing algorithms used in analysis
of microarray image are semi-automatic which means that human intervention is
required for initialization of parameters to execute the gridding algorithm [3]. In this
paper, a fully automatic gridding algorithm is presented. This microarray technology
is used in research on genetics, disease diagnosis, drug discovery, and many appli-
cations in pharmacology [4]. The microarray image analysis mechanism is shown in
Fig. 1.

In this paper, Sect. 2 presents gridding procedure, Sect. 3 presents microarray
segmentation, Sect. 4 presents results followed by conclusions.

2 Microarray Gridding

Accurate gridding improves the efficiency of segmentation and quantification steps in
sequential analysis of microarray image. To capture each gene spot from microarray
image, first the image is divided into sub-arrays, second these sub-arrays are divided
into spot areas. The first step is called global gridding (sub-gridding) and second step
is called local gridding (spot detection). The final output of gridding is an area with
single spot and background. Existing algorithms for gridding are categorized into
manual and semi-automatic procedures. Inmanual gridding, the user must specify all
parameters such as number of sub-arrays, number of spots, and spot size, required for
gridding. In semi-automatic procedures, users partially provide the parameters such
as number of rows/columns and number of spots in each row/column. In this paper,
an automatic gridding algorithm is presented using horizontal and vertical profiles
of the microarray. The sub-gridding and spot detections algorithms are presented in
Figs. 2 and 3.
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Fig. 2 Sub-gridding algorithm
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Fig. 3 Spot detection algorithm
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3 Microarray Segmentation

Image segmentation is the process of dividing image into regions, and with respect
to microarray images, it is a process of dividing sub-grid into regions of foreground
and background. This foreground region corresponds to spot area. Using this spot
area of segmented image, the gene expression levels are estimated. This segmenta-
tion is a challenging task, as the intensities in this region are not uniform and spot
sizes and shapes are also different from one another. Several statistical segmentation
methods are proposed for segmentation of microarray image. Circular shape-based
segmentation [5] in which a circular mask with some radius is used for identification
of spots. But all spots are not of equal shape. Region growing method [6]: in this,
the spot area and background area are separated by selecting seed pixels in both
areas and regions which are extracted by using some predefined criteria. Selection of
seed pixel is a difficult task. Thresholding method [5]: by using the histogram of the
image, a suitable threshold is estimated, and the image is divided into two regions.
This estimation is done using Mann Whitney test. Morphology based segmentation
[7] uses the morphological operations such as hit or miss transforms to segment
the image. Here the process depends on the selection of mask used for morpholog-
ical operations. In this paper, supervised learning-based segmentation using support
vector machine algorithm is used to segment the image. The features of each pixel
are extracted and classified using SVM as a binary class classification problem. This
classification result is used for segmentation of spot area in an image.

i. Feature Extraction:

The features extracted in each area are

(i) Intensity value of each pixel
(ii) Mean value of pixels in a surrounding neighborhood
(iii) Co-ordinate value of the pixels
(iv) Distance of pixel to the centroid of spot (Euclidean distance)
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ii. Support Vector Machine (SVM): SVM is a discriminator and modeled by a
discriminative hyperplane. It is a representation of data as points in space that are
mapped, so that the points of different categories are separated by a gap as wide as
possible. These hyperplanes are boundaries for classifying the data samples. Data
points can be assigned to different classes irrespective of its position to the hyper-
plane. The number of features plays a crucial role in deciding dimension of the
hyperplane. The hyperplane is just a line, if the number of independent features are
two. The hyperplane becomes a two-dimensional plane, if the number of independent
features are three.

The data samples which are closer to the hyperplane are called as support vectors.
These support vectors influence the orientation and position of the hyperplane. We
maximize the margin of the classifier, by using these support vectors. After training
SVM, if we get greater than 1 as output of SVM function, we label it as one class,
otherwise we label it as another class in binary-class classification. Using the features
of pixels in each gridded spot image, the SVM algorithm creates a maximal-margin
hyperplanewhichdivides the imagepixels into twoclasses, spot area andbackground.

4 Experimental Results

The qualitative and quantitative analysis of proposed sub-gridding and spot detection
algorithms are performed on two microarray images of breast cancer aCHG tumor
tissue. The qualitive analysis of proposed gridding procedures is shown in Figs. 4
and 5.

The gridding accuracy is estimated by given formula [8]
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(a) Grayscale microarray (b) standard deviation (horizontal)

(c) Gridding (Sub-arrays) (d) standard deviation (vertical)

Fig. 4 Sub-gridding

Percentage accuracy = Number of spots perfectly gridded

Total number of spots
∗ 100

The gridding procedure presented in this paper got 96% accuracy. After sub-
gridding and spot detection algorithms, individual spots are extracted. These indi-
vidual spots are segmented using SVM algorithm. The segmented step on a single
spot is shown in Fig. 6.
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(a) Microarray grayscale 
image

(b) Edges of spots (c) Filling

(d) Griddimg (e) Centroids (f) SVM Output

Fig. 5 Spot detection

5 Conclusions

The microarray image analysis is a sequential process with gridding, segmenta-
tion, and quantification process. Any error in the gridding and segmentation stages,
the gene expression value will be affected. This paper presents an automatic grid-
ding algorithm and estimates the parameters required for clustering in segmentation
process. The experimental results show that the proposed algorithm grids the image
with 96% accuracy and decreases the number of iterations by estimating the required
parameters for segmenting the image by clustering algorithm.
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Image 1 Gridding Spot area 2

SVM Segmented Image

Image 2 Gridding Spot area 7

SVM Segmented  Image

Fig. 6 Segmented result
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Predicting Breast Cancer Using Machine
Learning

Ch. V. Narayana, P. Manasa, M. Preethi, A. Mounika, and A. Bharadwaja

Abstract Malignancy is a type of sickness which occurs due to the change in the
growth of cells in the body and increment past typical development and control.
Bosom or breast malignancy is one of the continuous sorts of disease. The antic-
ipation of bosom malignancy repeat is profoundly required to rise the endurance
pace of patient experiencing bosom disease. With the headway of innovation and
AI methods, the malignancy analysis and recognition exactness have improved. AI
(ML) procedures offer different probabilistic and factual strategies that permit savvy
frameworks to gain recurring past encounters to recognize and distinguish designs
from a dataset. The exploration work exhibited a review of the AI procedures in
malignancy sickness by applying learning calculations on bosom disease by using
the dataset from the Wisconsin diagnostic breast cancer—support vector machine,
random forest, K-nearest neighbor, and decision tree. The outcome result shows that
Random Forest performs superior to different procedures.

Keywords Machine learning · Classification · Support vector machine (SVM) ·
Random forest · K-nearest neighbor · Decision tree

1 Introduction

Bosom malignant is the biggest sequential disease surrounded by women, affecting
2.1 million ladies each year, and also causing more passing among women related
to the disease. In 2018, 627,000 females are reported to have kicked the bucket from
bosom disease—approximately 15% of all malignant development among females.
While the rates of bosom disease amongwomen are higher in increasingly developed
areas, rates are increasing comprehensively in about each area [1]. Bosom malig-
nant growth is the most well-known disease among ladies around the world, with
about 1.7 million different cases analyzed in 2012, speaking to around 25% of all
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tumors among ladies. Frequency rates all-inclusive shift generally from 27 for every
100,000 in North America. It is the most frequent element of malignancy in ladies,
with an expected 522,000 passings (6.4% of aggregate). It is additionally the most
regular reason for malignancy demise in ladies from locales with lower advance-
ment or potentially pay rates (14.3% of passing’s), and the second generally visits in
areas with higher improvement as well as pay rates (15.4% of passing’s), following
lung disease. The danger of bosom malignant growth duplicates each prior decade
menopause, after which the expansion eases back. Be that as it may, in the wake
of accepting the post-nation rate inside a couple of ages, bosom disease is progres-
sively normal. This shows the ecological components that are imperative to sickness
advancement. By and large, endurance rates for bosom disease vary worldwide yet
have expanded when all is said in done. This is on the grounds that in numerous
countries access to clinical consideration is expanding and most instances of bosom
disease are dealt with sooner and locally. On the other hand, upgraded activities and
customized adjuvant consideration regiments are accessible. The 5-year endurance
rate in numerous nations for ladies determined to have organized one/two (little
tumors are kept to hubs under the arm) is 80–90%. In stages three/four (huge tumors
spread further past the bosom or to removed organs), the pace of endurance tumbles
to 24%. The pervasiveness of bosom malignant growth in ladies per 100,000 is 665
in Western Europe, 745 in North America, and 170 in East Asia [2]. The disease
figures referred to in the third master report are from the database GLOBOCAN
2012. As indicated by the WHO, harm in the chest comprises 2,09 million cases and
627,000 travels around the world. It is the most generally perceived illness in Indian
females and reports 14% of every single female tumor. It can occur at any age yet the
occurrence rates in India start to ascend in the mid-30 s and top at ages 50–64 years
[3].

2 Literature Survey

S. No Techniques in machine learning Results

1 Support vector machine (SVM) [4] Breast cancer prognosis

2 Decision Tree [5] Predicting whether there are cancerous
tumours or not

3 Neural networks [6] Medical screening

4 Bagging methods on medical repositories,
using DT, NN and SVM [7]

Predicting the recurrence of malignant
tumours

5 Artificial neural networks (ANNs), Logistic
Regression (LR), and decision tree [8]

Prediction of the repetitiveness of breast
cancer
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3 Existing System

Amammogram is a breast X-ray image. It can be used for screening breast cancer in
women who have no symptoms or signs of the disease. If you have a lump or some
other symptom of breast cancer, it can also be used.

Steps to be followed while doing this process:

• Step-1: A molecular pathologist chooses a list of important genetic variations
which he/she would like to study.

• Step-2: Within medical literature, the molecular pathologist is searching for
evidence that somehow is important to the genetic variations of invest a
tremendous amount of interest.

• Step-3: Eventually the amount of time the molecular pathologist analyzes the
evidence relating to each of the variants to identify them.

Typically, we will get the results in a few weeks, though it depends on the facility.
A radiologist will read the mammogram and then report the results within 30 days.
Disadvantages of Existing System:

• The accuracy of the procedure depends in part on the technique used and the
experience and skill of the radiologist.

• It generally takes more time to predict the results.

4 Proposed System

4.1 Dataset

Dataset used in this paper is “Wisconsin Breast Cancer Data Set (WBCD)” [9]. We
got this UCI—Repository data from UCI and the dataset contains 569 * 32, where
569 is the number of tests performed on women and 32 is the number of attributes
which are used for detecting the cancerous cells.

The underneath referenced attributes are resolved for each mammogram image.
For all these 10 features, themean, normal error, and “most conspicuously bad” (mean
of the three greatest features) are solved, which achieves more than 30 features. For
example, field 2 is known as theMeanRadius, field 12 is known as the Radius SE, and
field 22 is known as the Worst Radius. The qualities that are utilized are determina-
tion, mean of surface, border, zone, smoothness, conservativeness, concavity, curved
focuses, balance, fractal measurement, sweep. Fig. 1 speaks to the stream chart of
work in which Categorization performed on WBCD data Use AI approaches.

Dataset contains ten critical authentic regarded features which are figured for each
cell center:

1. Radius (mean of separations among focus and focuses on the edge)
2. Perimeter
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Fig. 1 Flow diagram

3. Texture (standard deviation of dark scale esteems)
4. Compactness (perimeterˆ2\zone − 1.0)
5. Area
6. Smoothness (neighborhood variety in lengths of range)
7. Concavity (severity of curved segments of the form)
8. Symmetry
9. Concave focuses (number of curved portions of the shape)
10. Fractal measurement (“coastline guess” − 1)

The workstream of the examination work does is as per the following: we divided
the dataset as 75% for training and 25% for testing the models.

4.2 Methods

Bosommalignant growth is the most noticeable ailment in the region of clinical anal-
ysis which is expanding each year. A near examination of four generally utilized AI
strategies are operated on Wisconsin Breast Cancer Database (WBCD) to anticipate
bosom disease repeat:

• Support vector machine,
• (SVM), Random Forest,
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• K-nearest neighbour (K-NN),
• Decision Tree.

Support Vector Machine:

Learning model is administered by Bolster Vector Machine. It is preferred for its
implementation of the structure. In the calculation of SVM, each data object is
defined as organized in the n-measurement volume. Here, n is all out of the amount
of characterization highlights used, and the directions of the information point speak
to the estimation of each element. SVM includes a hyperplane of choice which is
used to separate the knowledge purposes of different classes using the most extreme
edge. The knowledge focuses on which untruth is called as support vectors near
the hyperplane. This grouping technique establishes non-direct limits of choice and
focuses details on orders that have no representation of vector space.

Random Forest:

Random forest is called as a supervised learning algorithm which is used for cate-
gorization as well as regression. By the by, it is utilized basically for arrangement
issues. Since we know a forest comprises of trees, more trees mean a more grounded
forest. Likewise, the random forest The algorithm builds data sample decision trees
and then obtains the forecast from each and uses voting to choose the best solution.
This is a group techniquewhich is better than a single decision tree since it diminishes
the overfitting by joining the result.

K-Nearest neighbor:

K-Nearest Neighbor Scheme is a non-parametric method that is used for regression
and grouping analysis. The details include K, K is different classes in the data,
and the whole number is a little and positive. Most of its neighbors organize and
recognize some detail. The information is allocated to the higher class in its nearest K
neighbor along these lines Right now, the estimation of k= 2, will do the information
to a class of two closest neighbors at that point since this dataset contain mainly
two classes. The courses are toxic to cancers and non- hazardous to tumors. The
differentiation from the Euclidean is used to measure the difference between two
points of information.

Decision tree:

Decision Tree (DT) is an administered Machine Learning (ML) technique utilized
for arrangement and relapse examination. Choice tree depends on the partition and
vanquishes procedure. It isolates the parcel by two strategies: Numerical segments:
Typically, segments are shaped based on discrete qualitieswith certain conditions and
Nominal segment: The allotments are framed based on ostensible characteristics. It
drives parting of the tree contingent upon traits esteems. This procedure creates a tree
that can have straight out just as discrete qualities. The precision of each generated
norm is evaluated to decide the request where characteristic will be positioned in the
decision tree.
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The most widely recognized technique is to confine the normal error of each
center to

I (S) =
n∑

j=0

P j · f (P j, P2 j, P3 j, PC j
)

where n= number of allotments, PCj is the amount of Class C v components falling
into hub j, Pj is the likelihood of falling into hub j and f is a polluting impact
characteristic.

4.3 Methodology

The presentation assessment of machine learning techniques is the fundamental goal
of the experiment. The display is determined to be reliable, precise, interpretation,
and Flscore, in order to improve early bosom malignancy detection. Measures to
implement are characterized as follows:

• Precision: It is quantifying what number of right matches are found among all
informational collections.

• Recall: It is the association of matches and correspondences with the opposite.
The effect is the breaking of essential models.

• Accuracy: It is used to express an estimate’s closeness to its true value.

5 Results

Much testingwas carried out using Jupyter notebook. To determine bosommalignant
growth, four techniques (RF, KNN, SVM, and Decision Tree) are done. The relative
investigation among these AI systems is performed regarding Accuracy, Precision,
and Recall is referenced in Table 1. Here, precision and recall performed on all
properties.

As indicated by Table 1.

Table 1 ML techniques performance measures

Classification K-NN SVM DT RF

Accuracy 95.1 95.1 93.7 95.8

Precision 95 95 94 96

F1 Score 95 95 94 96

Recall 95 95 94 96
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Fig. 2 Graph showing the results

– Random Forest works better than other model groupings when all measures are
used in the planning, concealment of layers

– The accuracy of RandomForest (RF) stands highest in terms of accuracy followed
by K- NN, SVM those followed by DT.

– When the top five parameters are implemented, the Random Forest model works
better than other characterization models.

– Random Forest works better than the other K-NN, SVM, and DT classifications.
– The RF is the maximum in terms of accuracy, followed by K-NN, SVM, and then

DT (Fig. 2).

6 Conclusion

Fundamental focal point of the examination work directed is to improve the expec-
tation of bosom malignant growth so as to expand the exactness of finding. The
greater part of the examinations is exhibited which have been proposed in quite a
while and accentuation on the advancement of prescient models for bosom malig-
nant growth finding/visualization utilizing AI strategies and characterization. The
similar investigation of four generally utilized AI methods: Random Forest (RF),
Support vector machine (SVM), K-Nearest Neighbor (KNN), and Decision Tree
(DT) are performed. Precision display, RF is stronger when compared to different
methods. RF approach also performs better than different procedures whenmeasures
of cross-validation are used in the expectation of malignant growth.
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Gender Identification Over Voice Sample
Using Machine Learning

Meenu Yadav, Chandra Shekhar yadav, Rakesh Kumar,
and Prem Shankar Yadav

Abstract Point of this paper is to style a gender reorganization system that distin-
guishes the gender of the agent. Gender classification is associate rising space of
analysis for the accomplishment of economical interaction between human and
machine victimization speech files. Numerous ways in which are planned for the
gender classification within the past. Speech recognition is a chief approach for
the identification of the supply. In this work different feature for the gender
classification are gait of person, lips shape, automatic face recognition, iris
code, etc. There aretwo experiments performed, the 1st experiment deals with the
gender classification of ten completely different languages, every language consists
of fifteen audio files and also the best accuracy achieved by themachine learning tech-
nique that’s straight forward logistical (87.33%). The second experiment deals with
the formation of language identification system within which Russian and Korean
has the simplest combination of language with the a hundred accuracy by multilayer
perceptron.
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1 Introduction

A person will identify the opposite person’s voice or can distinguish between voices
of number of individuals by recognizing the pitch, frequency, tone of the voice. Even
with the voice, a person will guess the age and gender of the voice. A person can
even generate an unfamiliar voice. It is known that, for someone solely, two words
are enough of his shut friend to acknowledge his voice. The voice options are referred
to as voice-prints, from which a person will acknowledge the speaker’s age, gender,
and emotion. We can utilize the appliance speech (sound) process in numerous areas
like voice dialing, phone voice communication, doing route identification of
decision, dominant domestic gizmo, conversion of speech (sound) to text and the
other way around, lip vogue identification and synchronization, automation systems,
etc. [1].

2 Gender Classification Related Work

“WEKA is taken into account as a landmark system in data processing and machine
learning” [2]. This paper provided Associate in Nursing introduction ofWEKAwork
table and delineated, however, WEKA has become thus common in academe and
business fields. Bales et al. used a highly-instrumented Goodwin Hall good building
for the activity of the vibrations created by peoples on the walking surface. They
used Bagged call Trees, Boosted call Trees, Support Vector Machines (SVMs), and
Neural Networks because the machine learning techniques for his or her ability so
as to gender classification [3]. Brain Computer Interfaces (BCI) may be an affili-
ation between the brain and a tool that takes the signals from the brain to direct
the external activity [4]. During this paper, they need recorded cerebral activi-
ties of sixty subjects (males & females) keeping their position in relax mode and
with closed eyes. According to [5], once recognizers got up sure-handed with
acoustic (audial) options at the side of body part features the accuracy of recog-
nition get improved. Nivedita et al. [6] planned a contemporary analysis method-
ology that is single frequency filtering (SFF) in speech signals. In this paper [7], they
investigated totally different approaches of auxiliary options with the assistance of
Dynamic Bayesian Network or hybrid HMM/ANNs. The approaches tell that auxil-
iary options don’t seem to be emitted directly from the HMM, however, they carry a
higher level of data that’s connected with customary features. The second experiment
gained higher end in terms of average accuracy than the primary one [8]. This paper
[9], aimed toward coming up with of gender system exploitation supervised machine
learning techniques. This technique takes the speech files as associate input and
offers output as a classification of gender.
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3 Proposed Work

The section includes the reason concerning the dataset, preprocessing and also
the planned design of the machine learning model that contains the multiple clas-
sifiers like Random Forest, J48, Bagging, REP Tree, Multilayer perceptron, simple
logistic, logistic, and SMO for classifying the gender by analyzing the speech signals.
A comparison of various machine learning classifiers has conjointly been provided.
The results are compared with alternative previous add this domain. The framework
is bestowed in Fig. 1.

3.1 Used Dataset

The dataset contains the speech signals of 1500 people with 680 males and 820
females their age is between 15–50 as a result of it contains the voice files of kids,
adults, and senior voters. This dataset has 10 languages primarily based speech
files like English, German, Japanese, French, Spanish, Mandarin, Korean, Russian,
Italian, and Hindi.

3.2 Voice PreProcessing

Windowing could be a method to create the subsets of the larger set for analysis
and processing. Like here windowing is performed on larger speech signal which
is able to be distributed among a variety of little subsets of speech and these also
are known as frames. In this paper, frame size is 20 ms and overlapping is of 10 ms,
whereas the one hundred fifty speech files are of random length and it contains
files of 10 languages within which every language has fifteen files. Rectangular
window merely truncates the dataset before and once windowing , however, doesn’t
modify the contents of the window the least bit. The rectangular window may be
defined by [1]

Input 
speech 
signal 

Pre-
pro-
cess-
i

Low pass 
filter 

Window-
ing 

Feature 
Extrac-
tion 

Classifica-
tion 

Output 
gender 
result 

Fig. 1 Gender Classification System
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wR(n) �
{
1,−M−1

2 ≤ n ≤ M−1
2

0, otherwise
(1)

wherew_R(n) is awindowoperate,Mdenoteswindoworder and nmaybe a variety of
voice samples.

3.3 Voice Features Extraction

The Fundamental frequency represents an all-time low frequency of the speech
signal. it’s correlative with a pitch. The variations in fold tension and sub speech
organ gas pressure with the vocal fold vibration offer this frequency because
of the output. Each category of a person includes a completely different funda-
mental frequency, for a man it varies between eighty-five to one hundred fifty-
five cycle per second and for female frequency has a range from one hundred
sixty-five to two hundred fifty-five Hz. The formula of F0 (Fundamental frequency)
is given in equation-2. Here τms represents pitch length.

F0 = 1000

τms
(2)

3.4 Classification

The term classification indicates to classify the varied observations into the
various teams like classifying objects of same aspects into categories and marking
or distinctive the gender of the speaker. The extraction of voice options is that
the key task within the speech recognition system which means of feature extrac-
tion is that bring out those options of speech that facilitate the system in distin-
guishing the language of speaker and gender of the speaker. These options of sound
(speech) are referred to as patterns. These patterns embrace the coaching set and
that they are accustomed to apply the classification algorithmic rule. The advan-
tage of this formula in distinguishing pattern of claiming of a specific gender
is feature matching in conjunction with the extraction of options. The pattern
recognization ought to have 2 properties, first is extracting patterns and objects
even once part hidden or totally hidden and second is classifying unknownobjects [1].
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3.5 Used Models for Classification

There are several experiments that performed victimization variable techniques
of machine learning. Those machine learning techniques are Random Forest, J48,
Bagging, SMO, Multilayer perceptron, logistic, straightforward logistical, and REP
Tree.

RandomForest: RandomForest is additionally knownas randomcall trees that are
used for classification, regression, anddifferent tasks that operates by constructing the
choice trees of solutions for the individual drawback at the coaching time of knowl-
edge and provides output within the kind of categories (classification) [10, 11]. The
posterior probability that x may be a purpose belongs to category c (c = 1, 2,…,n)
be denoted by P

(
c|v j (x)

)
, showing in equation-3.

P
(
c|v j (x)

) = P
(
c, v j (x)

)
.∑n

l=1 P
(
cl , v j (x)

)
.

(3)

J48: The C4.5 algorithmic program is employed for building the choice trees
in rail tool as a classifier that is termed as J48. J48 encompasses a full
name weka.classifiers.trees.J48. It’s principally used for classification of instances.

Bagging: Bagging is employed to cut back the variance and retentive the bias. It
happens once we reason the common of predictions in numerous areas of the input
feature space [12]. The equation is defined in equation-4. L is a learning set, x is an
input, ϕ_B denotes aggregation, L(B) is a repeated bootstrap sample.

ϕB(x) = avBϕ
(
x,L(B)

)
(4)

SMO: SMO is an associate algorithmic program that is employed to resolve the
quadratic programming issues that occurred throughout the coaching amount of
Support Vector Machine (SVM) [13]. SMO computes the minimum on the direction
of the constraint by computing the secondLagrangemultiplier factor shown inEq. (5)

αnew
2 = α2 + y2(E1 − E2)

η
(5)

REP Tree: REP Tree could be a quick call learner tree. It constructs a choice tree
or regression with the assistance of the obtained data and cropped it with the help of
Reduced Error Pruning with back fitting.

Multilayer Perceptron: The degree of error in associate output node j within
the ordinal information (training example) by e j (n) = d j (n) − y j (n), wherever is
that the target worth and is the value created by the perceptron [14]. The node
weights will then be adjusted supported corrections that minimize the error within
the entire output, given by Eq. (6)
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ε(n) = 1

2

∑
j

e2j (n) (6)

Using gradient descent, the amendment in every weight is showing by Eq. (7)

�wji (n) = −η
∂ε(n)

∂v j (n)
yi (n) (7)

where y j is that the output of the previous somatic cell and is the learning rate, that is
chosen to make sure that the weights quickly converge to a response, while
not oscillations.

The spinoff to be calculated depends on the induced native field y j , that itself
varies. it’s simple to prove that for associate degree output node this spinoff will
be simplified to

− ∂ε(n)

∂v j (n)
= e j (n)∅

′(
v j (n)

)
(8)

where ∅ˆ’ is the spinoff of the activation perform delineate higher
than, that itself doesn’t vary. The analysis is harder for the modification in
weights to a hidden node, however, it will be shown that the relevant spinoff is

− ∂ε(n)

∂v j (n)
= ∅

′(
v j (n)

) ∑
k

− ∂ε(n)

∂vk(n)
wkj (n) (9)

Simple Logistic: The condition for using Simple Logistic is that we must
always have one nominal variable and one measure variable and that we wish to
understand will the modification within the measure variable bring the modifica-
tion in a nominal variable [15]. A multi-class LLR score fusion model is expressed
in equation-10. α i and β l are the regression coefficients and biases, respectively.

snl =
C∑
i=1

ai s(i)
nl + βl = αT snl + βl (10)

Logistic regression: Logistic regression may be a supervised machine learning
classification algorithmic program. During this operate input values (x) are joined
with the assistance of weights and also the coefficients values to induce the output
values (y). It’s showing by Eq. (11)

y = e
(b0+b1×x)

(1+e(b0+b1×x))
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where y denotes the anticipated output, b0 represents bias or intercept term, and b1
denotes the constant of the one input price (x). There’s an associated b coefficient (a
constant real value) in our input file for each column that has got to be learned from
our coaching data.

4 Experiment and Result

The experiment of the gender organization of speech files is introduced during
this chapter. The info will be the recording of voice mistreatment any package in
the system will use datasets that are utilized in previous papers of OGI, NIST,
and decision Friend. However, during this paper, we’ve developed our own totally
different dataset that may be an assortment of random speech files from the web or
some from MSLT Corpus [16], and a few language info is downloaded from the
kaggle web site. The whole hierarchical data structure of speech options is shown in
Fig. 2.

The filtered, silence free, and noise-free speech files then enframed mistreat-
ment the Rectangular Windowing method. It takes abundant time and power of
RAM to access the long speech files therefore to create frames of those files this
window operate is employed. during this section remaining all the options were
extracted.

We have taken 1500 speech files of ten languages: English, German, Japanese,
French, Spanish, Mandarin, Korean, Russian, Italian, and Hindi as employed

Fig. 2 Hierarchical structure of speech features
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Fig. 3 The feature extraction process

Fig. 4 PR curves of males for best four machine learning methods

Fig. 5 PR curves of females for best four machine learning methods
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Table 1 General information about the speech corpus

Language Number of Number of male Number of females Size of files in sec

speech files files files (min < x < max)

English 150 50 100 2 < x < 60

German 150 60 90 30 < x < 60

Japanese 150 60 90 1 < x < 3

French 150 140 10 2 < x < 10

Spanish 150 100 50 2 < x < 10

Mandarin 150 80 70 40 < x < 60

Korean 150 50 100 1 < x < 4

Russian 150 100 50 5 < x < 9

Italian 150 70 80 59 < x < 90

Hindi 15 3 12 47 < x < 60

in [10], however, we have a tendency to use three completely different languages
from those ten languages that are employed in [10] (Table 1).

Total fifteen hundred speech files experimented in ten languages that are
Russian, Japanese, Mandarin, German, French, English, Hindi, Korean, Spanish,
and Italian. It’s a combination of males and feminizes speech files during which six
hundred eighty are of male speech files and eight hundred twenty are of female
speech files. Table a pair of shows the accuracies, F measure, ROC Area, PRC curve
achieved by every machine learning methodology on the dataset. We’ve tested the
dataset victimization tenfold cross validation methodology. We tend to get a stun-
ning result that straightforward supply no heritable 87.33% that is highest among
the eight machine learning strategies utilized in this paper in all aspects like accuracy,
F measure, ROC Area, PRC curve. It’s higher than the previous, add this space as
a result of the last paper [10], regarding language and gender classification has
achieved solely 76.29% accuracy victimization Random Forest. And results are
clearly showing in below Table 2.

The eight Machine learning strategies that we’ve utilized in this work are the
most effective methods for classification purpose. Figure four and Figure five shows
the PR curves for Male and Females victimization best four accuracies of machine
learning strategies.

5 Conclusion and Future Work

In this analysis work, we’ve given Associate in LID system which is completely
different in several manners from the previous LIDs [1]. We have a tendency
to computed four feature sets of speech files that are Cepstrum options, spec-
trum options, disciple options, and undulation features. In contrast to previous
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Table 2 Results obtained using 6 machine learning methods

ML_Method F_Measure ROC_Area PRC_Area Accuracy

Random forest 86.7 94.5 94.7 86.7

J48 81.3 84.5 80.4 81.3

Bagging 84.6 90 88.4 84.7

SMO 77.4 77.6 71.7 77.3

REP Tree 79.3 82.4 79.6 79.3

Logistic 82.6 87.9 87 82.7

Multilayer 83.3 93.3 93.6 83.3

perceptron

Simple 87.3 88 86.5 87.3

logistic

add this space we’ve computed options directly from our speech files with
none changes to intermediate features [2]. We have a tendency to achieved high
results exploitation the 20 ms frame size that is five hundred times smaller than the
frame size employed in previous LIDs experiments [3, 17]. In this work we have
exploited eight machine learning strategies that aren’t nonetheless employed in
previous work as per our greatest information. In future this work can be used to
achive the objectives of digitizations and e-govenrnance. Since, audio and vedio
data is not directly readable by human therefore, to achive the given targets, first
step is identification of gender, then equivalent text conversion and later followed by
summarization approaches over the equivelent text [18, 19] other future directions
for analysis are conducting experiments that modify comparison of performance as
a perform of the frame size,and conducting experiments victimization a lot of speech
files from more languages

References

1. HongZ (2017) Speaker gender recognition system.Master’s Thesis, D. Programme inWireless,
and C. Engineering, University of Oulu

2. FrankE,HolmesG,ReutemannBPP,Witten IH (1997)Randomutility/multinomial logitmodel
literature overview. Mar Policy 7(January 1996):13–21

3. Bales D et al (2016) Gender classification of walkers via underfloor accelerometer measure-
ments. IEEE Internet Things J 3(6):1259–1266

4. Kaushik P, Gupta A, Roy PP, Dogra DP (2019) EEG-based age and gender prediction using
deep BLSTM-LSTM network model. IEEE Sens J 19(7):2634–2641

5. Najnin S, Banerjee B (2019) Speech recognition using cepstral articulatory features. Speech
Commun 107(February 2018):26–37

6. ChennupatiN,Kadiri SR,YegnanarayanaB (2019) Spectral and temporalmanipulations of SFF
envelopes for enhancement of speech intelligibility in noise. Comput Speech Lang 54:86–105

7. Stephenson TA, Doss MM, Member S (2004) Speech recognition with auxiliary information
12(3):189–203



Gender Identification Over Voice Sample Using Machine Learning 121

8. Ramdinmawii E, Mittal VK (2016) Gender identification from speech signal by examining the
speech production characteristics, 244–249

9. Sengupta S, Yasmin G (2017) Classification of male and female speech using perceptual
features

10. Kam HT Random decision forests 47:4–8
11. Yadav CS, Sharan A (2020) Feature learning using random forest and binary logistic regression

for ATDS. In: Johri P, Verma J, Paul S (eds) applications of machine learning. Algorithms for
intelligent systems. Springer, Singapore. https://doi.org/10.1007/978-981-15-3357-0_22

12. Breiman L (1994) Bagging predictors. Department of statistics university of california at
berkeley 421

13. Platt JC (1998) Sequential minimal optimization: a fast algorithm for training support vector
machines, 1–21

14. Rumelhart DE, et al (1985) Learning internal representations by error propagation. Institute
for cognitive science university of California, San Diego La Jolla, California V

15. Sim KC, Lee K (2010) Adaptive score fusion using weighted logistic linear regression for
spoken language recognition. In: Sim KC, Lee KA (eds) Agency for science, technology and
research ( A STAR ), Singapore, 2010 IEEE international conference on acoustics, speech and
signal processing, pp 5018–5021

16. Federmann C, Lewis WD (2016) Microsoft speech language translation ( MSLT) corpus: the
IWSLT 2016 release for English , French and German.

17. Yadav M, Verma VK, Yadav CS, Verma JK (2020) MLPGI: multilayer perceptron-based
gender identification over voice samples in supervised machine learning. In: Johri P, Verma J,
Paul S (eds) Applications of machine learning. Algorithms for intelligent systems. Springer,
Singapore. http://doi-org-443.webvpn.fjmu.edu.cn/10.1007/978-981-15-3357-0_23

18. Yadav CS, Sharan A (2018) Automatic text document summarization using graph based
centrality measures on lexical network. Int J Inf Retrieval Res (IJIRR) 8(3):14–32

19. Yadav CS, Sharan A (2015) Hybrid approach for single text document summarization using
statistical and sentiment features. Int J Inf Retrieval Res (IJIRR) 5(4):46–70

https://doi.org/10.1007/978-981-15-3357-0_22
http://doi-org-443.webvpn.fjmu.edu.cn/10.1007/978-981-15-3357-0_23


Framework for Evaluation
of Explainable Recommender System

Nupur Mukherjee and G. M. Karthik

Abstract Explainable recommendation system (ERS) in addition to recommending
items to the user also explains why the recommendation is being made. Explana-
tions improve user acceptance and system transparency. Since every recommender
system (RS) has some strength and weakness, a combination of RS may be required
to demonstrate both performance and explainability. In this paper, an innovative
framework is proposed for systematic evaluation of different configuration of ERS
compared with respect to performance and explainability of RS recommendations.
Framework uses a novel approach to configure RS with different types of recom-
mender models, hybridization of recommender models to create new models, well-
definedmetrics to compare performance and explainability of recommendation given
by ERS. Simulation experiments show the efficacy of the framework in helping
users gain insight into how various components of ERS effect explainability and
recommendation quality.

Keywords Recommender systems · Explainability · Collaborative filtering ·
Metrics

1 Introduction

Recommender systems (RS) automatically recommend items to users when they
carry out on-line purchase from websites. Websites offer overwhelming purchase
options, leading to information overload on users. RS mitigates this problem by
giving specific recommendations by identifying patterns of user activities using
sophisticated algorithms. In the last couple of decades, RS has become an active
research area for both industry and academia. Over a period of time number of RS
have been developed for different domains, e.g., usenet articles (GroupLens [1]),
music (Ringo [2]), jokes (Jester [3]). In the early 90s, different collaborative filtering
(CF) techniques [4] were proposed to assist users in online purchase, e.g., item-based
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collaborative filtering (IBCF) [5], and user-based collaborative filtering (UBCF) [1].
Low rank matrix factorization (LRMF) is another popular algorithm [6], based on
latent features (where both items and users are characterized using a set of features).

Explainable recommendation system (ERS), apart from recommending items,
also explain why the recommendation is being made making it more acceptable to
the user [5]. Since every RS has some strength and weakness, a hybrid RS [7], that
combines two or more basic RS may be required that demonstrate both performance
and explainability. In this paper, an innovative framework is proposed to configure
RS with different types of recommender models, hybridization of recommender
models to create new models, well-defined metrics to compare performance and
explainability of recommendation given by ERS. The paper has been organized as
follows—in Sect. 2, literature survey on related work is presented. The proposed
evaluation framework is described in Sect. 3. In Sect. 4, simulation experiments are
described that show proposed approach effectiveness. In the last section, conclusion
of the paper is given.

2 Related Work

Brief description of the literature survey of related work is given below. Study on
ERS improving trust, user satisfaction, transparency, trustworthiness, and system
debugging has been done [5, 8, 9]. Early research in ERS [10], demonstrated that
recommendations can be explained using items that are familiar to the user, e.g.,
“product you are looking at is similar to these products you liked earlier". Initial
approaches were usually collaborative filtering (CF)-based explanations [11], that
leverage “wisdom of the crowds”, e.g., “users that are similar to you loved this
item” or “the item is similar to your previously loved items". On the other hand,
explainability of recommendation by a latent factor-basedLRMF is difficult as “latent
factors” do not have intuitive meanings.

Evaluating ERS involves computing percentage of recommendations explain-
able by ERS model. Abdollahi and Nasraoui [12] defined explainability precision
(EP) and explainability recall (ER) as a metric of explainability, defined in terms of
recommendable items and explainable items. To improve the performance of RS,
recommendation techniques are combined to develop hybrid RS. Survey of hybrid
RS [7], has identified different types of approaches. In the present paper, weighted
and switching approach has been used. In the weighted approach [13], RS outputs
are numerically combined, whereas, in the switching approach [7], RS outputs are
combined by selecting one output based on the confidence level of RS.
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3 Proposed Work

In this paper, an evaluation framework has been proposed to identify the best ERS
configuration in terms of performance and explainability. The framework (Fig. 1),
has the facility to use different types of recommender models (e.g., UBCF, IBCF,
LRMF), hybridization of recommender models to create new models, performance,
and explainability metrics computation and item/user/tag-based explanations of
recommendation given by configured RS.

3.1 RS Algorithm Module

The proposed framework implements basic RS algorithms of UBCF, IBCF, and
LRMF. UBCF algorithm (see Eq. (1)), predicts rating of item i for user u based
on ratings given to item i by the neighborhood of user u. Neighborhood of user u
are users similar to u, where similarity is computed using Pearson correlation (see
Eq. (2)). Equation (1) gives the formula for UBCF based prediction of item i for user
u.

Pui = ru,i +
∑

n⊂neighbors(u) S
user
u,n .

(
rn,i − −

rn
)

∑
n⊂neighbors(u) S

user
u,n

(1)

Fig. 1 Architecture



126 N. Mukherjee and G. M. Karthik

Suseru,n =
∑

i⊂CRu.n

(
ru,i − −

ru
)(

rn,i − −
rn

)

√
∑

i⊂CRu.n

(
ru,i − −

ru
)2

√
∑

i⊂CRu.n

(
rn,i − −

rn
)2

(2)

IBCF is similar to UBCF but based on item similarity rather than user similarity.
LRMF predict user ratings by characterizing both users and items using a set of
features deduced from the user ratings. Let Xi be feature vector of item i and θu be
parameter vector of user u (both vectors are of dimensionality n). Xi indicates the
degree to which features are possessed by item i. θu indicates the degree of user
interest in corresponding features by user u. The resulting dot product (see Eq. (3)),
gives a prediction of rating for item i by user u

r̂u,i = θT
u Xi (3)

Given a set of user ratings, feature vectorsXi and θu are learnt byRSbyminimizing
the cost function (see Eq. (4)), using stochastic gradient descent algorithm

J (X1...X |I |, θ1...θ |U |) = min
X1...X |I |,θ1...θ |U |

1
2

∑

(i, j):ri j �=0

(
θT
j Xi − ri j

)2 + λ

2

|I |∑

i=1

n∑

k=1

(
Xk
i

)2

+ λ

2

|U |∑

j=1

n∑

k=1

(
θ k
j

)2
(4)

LRMF predicts r̂u,i , given each training case and the prediction error is computed

ei j = θT
j Xi − ri j (5)

The minimization of J (X1...X |I |, θ1...θ |U |) is done by following gradient descent

xki = xki − α
((

θT
j Xi − ri j

)
θ k
j + λxki

)

θ k
j = θ k

j − α
((

θT
j Xi − ri j

)
xki + λθ k

j

) (6)

3.2 Hybrid Mechanism Module

Each of basic algorithm viz. UBCF, IBCF, and LRMF has its own strengths and
weaknesses. UBCF and IBCF are based on local neighborhood information while
LRMF is based on global error information. IBCFhas better computational efficiency
and scalability compared to UBCF. Hybridization of RS algorithm [7], involves
combining basic RS algorithms to get better aggregated performance than constituent



Framework for Evaluation of Explainable Recommender System 127

RS. The proposed framework has the facility to create hybrid RS by combining one
or more basic RS either in a static or dynamic fashion. Top-n recommendation list
suggested for a particular user by UBCF, IBCF, and LRMF are first combined into
a single list and re-ranked by three RS to generate three ranked lists. For static
numerical combination of three lists, the geometric mean of ranks of each item in
the three lists gives new rank for the item in the hybrid recommendation list. In case
of switching combination, maximum confidence value [14], of ranks of each item in
the three lists (given by respective RS) gives new rank for the item.

3.3 Metric Computation Module

In the proposed framework, users can compute different type of metrics to compare
ERS algorithms, e.g., performance metrics (mean absolute error, precision, recall,
ranking metrics) and explainability metrics (explainability precision, explainability
recall). To evaluate the accuracy of an RS algorithm, mean absolute error between
predicted rating and true rating is computed. Precision and recall metrics determine
the quality of top-n recommendation list depending upon how relevant are recom-
mended item to the user. Ranking metrics measures how close is the ordering in
recommendation list to the user preferred ordering of the items in the list.

To compute explainability of recommendation, explainability precision (EP)
and explainability recall (ER) metrics are used (see Eqs. (8) and (9)), defined in
terms of “explainable” recommended items to the user [12]. Explainable value of a
recommended item j for user i as given by

Explainable Value (i, j) =
∣
∣
∣N

j
i

∣
∣
∣

|Ni | (7)

whereNi is the set of nearest neighbors of user i, andNi
j is the set of user i neighbors

who have rated item j

Explainable Precision = |{Explanable items} ∩ {Reccomended items}|
|{Reccomended items}| (8)

Explainable Recall = |{Explanable items} ∩ {Reccomended items}|
|{Explanable items}| (9)

Here a set Explainable items has been taken as those items that have Explainable
value greater than some threshold.
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4 Result

The proposed framework has been used for RS evaluation experimentations using
well-defined performance and explainability metrics as described earlier. Total of
eleven RS algorithms have been evaluated—three basic algorithms (UBCF, IBCF,
LRMF) and their eight possible hybridized combinations—H111 (UBCF + IBCF
+ LRMF), H110 (UBCF + IBCF), H101 (UBCF + LRMF), and H011 (IBCF +
LRMF), each having numerical and switching hybridization version (indicated by
suffix of N or S to hybrid algorithm name).

4.1 Experiment 1: Performance of Basic Algorithms

Performance of basic algorithms (UBCF, IBCF, LRMF) have been compared in terms
of accuracy, precision, and recall metrics (see Fig. 2). As can be seen from the figure,
LRMF has bestMAE (0.4459) compared to UBCF (0.6054) and IBCF (0.6609). This
is to be expected as LRMF is generally accepted to be state-of-the-art RS algorithm
as far as accuracy is concerned. All MAE fall between 0.4 and 0.6 which is fairly
good accuracy performance.

Quality of top-n recommendation have been measured using precision and recall
metrics. Precision is the fraction of recommended items that are relevant to the user.
As can be seen from the figure, again LRMF gives the best precision (0.9658) as
compared to UBCF (0.9209) and IBCF (0.8750). Recall is the fraction of the relevant
items that are recommended to the user. Here IBCF gives best performance (0.9493)

Fig. 2 Performance comparison of RS Algorithm
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Fig. 3 Mean explainable precision and explainable recall

as compared to UBCF (0.9419) and LRMF (0.9077). Experimentation on different
aspects of performance show that each of the basic algorithms does well in one aspect
of performance.

4.2 Experiment 2: Evaluation of Recommendation
Explainability

Evaluation of explainability has been done in terms of the percentage of recommen-
dations that can be explained by the ERS model using EP and ER metrics. Hybrid
algorithms (H011N, H111S, and H101S) show (Fig. 3), better explainability preci-
sion (greater than 0.4) and explainability recall (greater than 0.8) compared to other
algorithms. This is because hybrid algorithms combine local neighborhood view
of CF-based approach and global optimization view of LRMF. Best explainability
precision (0.425) and recall (0.862) is given by H011N followed by H111S.

4.3 Experiment 3: Evaluation of Recommendation Ranking

Evaluation of recommendation ranking by an RS algorithm has been done in terms
of the extent to which recommendation ranking agree with ranking done by the user.
As can be seen from Fig. 4, LRMF (0.728) and UBCF (0.739), have comparable
ranking performance although the worst ranking is demonstrated by IBCF (0.216).
Switch based hybrid algorithms (H111S, H110S, H101S) demonstrate best ranking
performance compared to other algorithms. This is due to the fact that switch based
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Fig. 4 Ranking metric

hybridization is dynamic in nature and adapts well to different user profile unlike
numerical approach which is static in nature. Best ranking metrics are given by
H111S (0.862) where the strengths of both CF-based and MF-based approach come
into play.

Based on comparative experimentation carried out, it can be clearly seen that a
switching hybrid approach (H111S) gives best overall results with respect to perfor-
mance, explainability, and ranking metrics. The explainability of H111S recommen-
dation is also one of the best due to the fact that H111S combines the benefits of
local neighborhood view (of UBCF and IBCF) with global optimization view (of
LRMF). In addition, H111S use context-based dynamic switching for hybridization
that adaptswell to different users unlike the static approachof numerical combination.

5 Conclusion

This paper presented details of the framework developed for systematic evaluation
of different configuration of ERS with respect to performance and explainability
of recommendation. The framework has the facility to configure RS with different
types of recommender models, hybridization of recommender models to create new
models, well-defined metrics to compare performance and explainability of recom-
mendation given by ERS. Comparative evaluations were carried using performance
metrics (MAE, Precision, Recall) and explainability metrics (EP, ER). Simulation
results show that the proposed framework facilitates the systematic exploration of
differentERSconfiguration for evaluation in termsof performance and explainability.
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Greedy-Based PSO with Clustering
Technique for Cloud Task Scheduling

Y. Home Prasanna Raju and Nagaraju Devarakonda

Abstract Effective scheduling of cloud tasks is very much essential for a cloud
computing environment. The cloud tasks are the user requests to be processed in
a cloud environment. A number of cloud resources are consumed to process cloud
tasks. Task scheduling optimizes the consumption of cloud resources and reduces the
makespan time. The paper is aimed at reducing the makespan time in a cloud envi-
ronment by introducing the newmethodModified Greedy Particle SwarmOptimiza-
tion with Clustered Approach (MGPSOC). The MGPSOC algorithm makes use of
clustering with bio-inspired techniques. The proposed method showed good results
when compared with the existing algorithm Greedy Particle Swarm Optimization
Algorithm (G&PSO).

Keywords Cloud · Scheduling · Cluster · PSO · Greedy

1 Introduction

The Internetmade things become easy for sharing data all over theworld. The internet
workswith the distributed technologywhere the information is distributed globally to
all the users. The speed of accessing data depends on the network bandwidth and the
type of request made to the internet. The internet can be used not only for distributing
data, but also for storing data into web applications or databases. It is very essen-
tial for any institution or organization to maintain their data or to provide services to
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the users for less cost. Cloud computing can be a solution to the institutions, orga-
nizations or companies to maintain their information or run their businesses for less
cost. Cloud computing [1] is a type of distributed technology which works with the
internet. Cloud consists of resources like virtual machines, data Centers and network
bandwidth. One can use cloud infrastructure without investing huge amounts to setup
their infrastructure. Cloud works with the pay per use model. It means payment can
be done to the use of cloud resources on demand. There are a variety of cloud services
[2], available. They are platform as a service (Paas), infrastructure as a service (Iaas),
and software as a service (Saas). Paas provides a platform to the users where they can
build and run their applications without having to create a platformwith their existing
infrastructures for reducing complexity. Iaas provides infrastructure to the users in
the form of physical servers and data centers. The users can reduce their expenses by
using this service. Software as a service provides a required software through online
to the users without having to install on their individual desktops. Like different types
of cloud services, a variety of clouds [3], are available. They are private clouds, public
cloud, and hybrid clouds. Each organization or institution can maintain their sepa-
rate clouds which are called as private clouds. A cloud which can be available to
everyone is called a public cloud. The integration of private and public clouds is
called a hybrid cloud. Users can choose the type of cloud and type of service they
want depending on their requirement. Cloud services should be reached to the end
user when they are requested. It means response time should be minimized from the
cloud environmentwhen users initiate requests. One of theways of reducing response
time or tasks execution time is with the task scheduling techniques. Task scheduling
schedules the user requests in the cloud and sees that the optimal assignment of tasks
is done to virtual machines (VMs). Execution of cloud tasks is done by VMs. The
overall time of execution process should be minimized to get the speedy results from
the cloud environment. There are a variety of task scheduling algorithms [4]. They
are priority-based scheduling, static and dynamic scheduling, heuristic scheduling,
workflow scheduling. In case of priority-based scheduling, each cloud task has its
own priority and these are executed by virtual machines depending upon their prior-
ities. Sometimes they can be preemptive or non-preemptive scheduling techniques.
In case of static scheduling, tasks are known to the scheduler in advance before they
get scheduled. Dynamic schedulers schedule jobs dynamically as long as tasks come
to them. In case of dynamic schedulers, complete tasks details are not known in
advance to the schedulers. Sometimes cloud applications are of type NP-hard prob-
lems. Hence they need approximation solutions. In such cases, heuristic scheduling
is necessary. These scheduling techniques come in a variety of ways. They are like
ant colony optimization techniques [5–7], particle swarm optimization techniques
(PSO), and genetic algorithms. The paper is aimed to address heuristic scheduling:
particle swarm optimization technique with the clustering concept by making use of
the greedy method to reduce makespan for the cloud environment. Greedy method
is good at making better local optimal choices for global optimal results, whereas
clustering can be used to group tasks according to their complexity levels.

The arrangement of paper is done as: Sect. 2 presents the work related to task
scheduling in a cloud environment. Section 3 addresses the proposed methodology
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of the research paper. Experimental results of proposed and existing methodologies
are discussed in the Sect. 4. Finally, conclusion is provided in the Sect. 5.

2 Related Work

Cloud task scheduling plays a major role to reduce makespan for the cloud
environment. Related work is concentrated on cloud task scheduling with PSO
techniques.

Abdi et al. [8] introduced a scheduling algorithm by modifying the existing PSO
algorithm. The algorithm assigns the smallest cloud task to the fastest cloud processor
as the initial random step. The paper also analyzed the performance with PSO and
genetic algorithms and showed good results.

Awad et al. [9] presented a new technique LBMPSO for load balancing between
cloud processors by taking execution time, transportation cost, task completion
time, and time for round trip into account. The technique analyzed PSO and LCFP
algorithms for showing better results.

Ali et al. [10] introduce an algorithmMDAPSO to better reduce themakespan. The
algorithm is amixture of cuckoo search and dynamic PSO algorithms. TheMDAPSO
showed better results when analyzed with PSO, dynamic PSO, and Cuckoo search
algorithms.

Dordaie et al. [11] presented a hybrid PSO-hill climbing method for reducing
the completion time. The technique assigns the particles in a random fashion with
the PSO technique. Later particles are assigned to the processor using the HEFT
technique. Finally, to optimize the solutions, hill climbing method was used.

Thanaa et al. [12] introduced an algorithm for load balancing called Binary
load balancing-hybrid PSO with the gravitational search algorithm. The algorithm
depends on the lengths of cloud task length and speeds of virtual machines. It showed
good results when comparedwith the existing binary load balancingwith hybrid PSO
algorithm.

Sudheer et al. [13] presented a modified dynamic adaptive PSO technique
for optimal utilization of cloud resources for cloud environment. The technique
combined cuckoo search algorithm with dynamic adaptive PSO. It effectively
optimizes resources when there is a heterogeneous workload.

Oqail Ahmad and Rafiqul Zaman Khan [14] presented an algorithm PSO-ALBA.
The algorithm is the combination of existing PSO and adaptive load balancing algo-
rithm. It effectively works when the cloud tasks are heterogeneous. The algorithm
optimizes the makespan effectively.

Neha Miglani, Gaurav Sharma [15] presented a modified PSO algorithm for
reducing the makespan. The algorithm categorizes the particles into two, namely
communication intensive and computation intensive. The results are analyzed with
PSO, min-min, and hybrid PSO techniques.
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Zhong et al. [16] introduced a new technique G&PSO for better reducing the
makespan. The algorithm is the combination of greedy method and PSO algorithm.
The algorithm initializes the particles with the result of greedy output.

Mostly all the approaches did not make use of clustering concept for scheduling
cloud tasks. The clustering concept can be used to separate the more likely complex
tasks to groups before scheduling. Later the task groups can be assigned to cloud
resources depending on their capacities which in turn reduce themakespan. Prasanna
Raju and Nagaraju DevaraKonda [17] presented a new technique KPSOW for effec-
tively reducing the makespan. The algorithm used the clustering approach for sepa-
rating the complex tasks as the process of scheduling. It is the combination of PSO
with the k-means algorithm. The same authors [18], also presented another tech-
nique KMPS to further reduce the makespan using clustering approach. This time
the authors combined the PSO with the k-medoid approach. The later algorithm
combined showed better results compared with the earlier one.

The proposed paper is aimed to reduce the makespan in the cloud environment
by modifying the existing G&PSO algorithm with clustered approach. A greedy
algorithm is very good at making local choices. Clustering was done using k-means
approach to generate task groups.

3 Proposed Methodology

The proposed methodology is aimed to introduce Modified Greedy Particle Swarm
Optimization with Clustered approach (MGPSOC) for reducing makespan. The
MGPSOC algorithm is the modified version of the existing Greedy PSO approach.
The existing algorithm computes the ETC (Expected time to compute) matrix for
all the cloud task particle values to know the expected completion time. Let the
matrix size be mxn. Each row specifies the cloud tasks and column specifies the
cloud resources or VMs as represented in the Fig. 1. The entire row represents a
cloud particle. Where i represents the cloud task which varies from 1 to m and j
represents the cloud virtual machine which varies from 1 to n. The value t(im, jn) in
ETCmatrix represents the expected completion time of ith cloud task when assigned
to nth virtual machine. The total completion time of each particle is calculated as
the summation of all the first row expected completion time values which are shown
in the Eq. 1. The total completion time is also called as fitness function. The fitness
function must be minimized to get the best makespan in the cloud environment. The
optimal objective function is the minimum of total completion time which is shown
in the Eq. 2.

Fitness function =
n∑

j=1

t (i, j) (1)
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Fig. 1 ETC matrix

Objective function = min1<=i<=m

⎛

⎝
n∑

j=1

t (i, j)

⎞

⎠ (2)

In the original greedy particle swarm optimization algorithm, the initial allotment
of cloud tasks toVMsandoptimal solution as global best is considered for all particles
based on a greedy algorithm. Later scheduling is done with PSO technique. The final
result is considered as the best optimal solution. The allotment of cloud tasks to VMs
is done as follows: as soon as the cloud task comes, it is allotted to a VM where it
would get less execution time. If another cloud task is assigned to the same VM, then
it would be allotted to the next VM with less execution time.

But the drawback of this approach is that there is a chance of assignment of small
cloud task to the high capacity virtualmachine. The desirableway is always to see that
big cloud tasks are assigned to high capacity virtual machines which further reduces
the makespan time. The proposed method MGPSOC effectively addresses the above
said drawback by doing some modifications to the existing one. The architecture of
the proposed method is represented in the Fig. 2.

The modification is done as follows: initially, the input cloud tasks are separated
into groups using the k-means technique. The input k value 2 is considered for
the k-means clustering technique. The technique separates the tasks into low level
and high level cluster groups and virtual machines into low performance and high
performance virtual machine groups. Low level cluster groups are allotted to low
performance VMs and high level task groups are allotted to high performance VMs.
The allotment is done as follows: for each group, tasks and VMs are organized in
descending order according to their task size and performance, respectively. Later
the greedy method is applied to each group as: first task is allotted to first VM and
second cloud task is allotted to second VM and so on. When all virtual machines
get equal tasks then the further tasks assignment is done from the beginning of the
first virtual machine as said above. This process is repeated until there are no cloud
tasks left for assignment. These are considered as initial task assignments to virtual
machines. Later initial fitness functions are calculated for all particles in ETCmatrix
which in turn act as initial local bests for each particle and the best of all particles is
considered as global best. These two local and global bests are taken as initial values
for PSO algorithm and scheduling is done for each group. Finally, at the end of the
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Fig. 2 Architecture of
MGPSOC algorithm

scheduling process, the optimized global value is generated as a reduced makespan,
and the equivalent task assignment to virtual machines is considered as an optimal
task-scheduled list. The algorithm for the proposed MGPSOC is given below.

Algorithm MGPSOC(m,n,k)
{ 
Input: i)  m number of cloud tasks with their task lengths. 

ii) n number of virtual machines with their performance values. 
iii) k value is 2 for k-means clustering technique. 

Output: a list of final optimized (cloud task, virtual machine) mapping pairs. 
Start: 
Step1) Separate input m cloud tasks into 2 cluster groups using k-means.
Step2) Separate virtual machines into low and high performance VMs. 
Step3) Arrange cloud tasks into non-increasing sequence in the two cloud cluster

groups. 
Step4) Virtual machines are ordered in decreasing fashion in the two low and     

high performance VM groups. 
Step5) Apply greedy method to do initial mapping for already arranged above  
          cloud tasks and virtual machines for each. 

Step6) Apply PSO algorithm for each mapping group separately. 
Step7) Collect optimized scheduled mapping pair list from each group. 
Step8) Return the optimized mapping pair list. 
Stop. 

} // end algorithm 
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4 Experimental Results

The cloudsim tool was used to generate the experimental results of the proposed
method. The number of cloud tasks is taken as 50 tasks. The lengths of cloud tasks
were taken in between the range from 500 million instructions to 1000 MI. A total
of 5 VMs was taken whose performances varied in the range from 500 to 900 MIPS.
For PSO algorithm, the learning factor values for both c1 and c2 values were taken
as 2. The population size or particle size was taken as 100 and the total number of
iterations considered for the proposed method is 100. With these values, makespan
parameter was tested with 100 iterations which are shown in the Fig. 3. The figure
states that the makespan value taken for PSO algorithm is 17.92 s and for G&PSO
algorithm is 17.80 s, whereas the proposed method took only 13.83 s for makespan,
which is the best makespan value for the proposed method. It is also clearly stated
that the proposed method exhibits an improvement of 12.89 percentage and 12.54
percentages when compared with the PSO method and G&PSO methods, respec-
tively. The load of each virtual machine can be tested with the number of tasks
assigned to them for execution. The load is calculated for all virtual machines after
100 iterations. The cloud tasks distributed to each virtual machine is shown in the
Fig. 4.
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Fig. 4 Cloud tasks distribution comparison

The proposed method separated the 5 virtual machines into two groups. They are
low performance virtual machines VM1, VM2, and VM3 and another one is high
performance virtual machines which are VM4 and VM5. So the high performance
VMs should get more tasks when compared to low performance VMs. The figure
states that PSO and G&PSO techniques allocated more tasks to low performance
virtual machines and less number of tasks to high performance virtual machines,
whereas the proposed method MGPSO had allocated more number of tasks to VM4
and VM5when compared to first three virtual machines. It states that heavy load was
taken by high performance virtual machines compared to low performance virtual
machines in the proposed method. Hence, the proposed MPGSO technique shows
good results in load distribution when compared to other existing methods PSO and
G&PSO.

5 Conclusion

Makespan represents the total completion time of scheduling tasks in cloud
computing. Less makespan time in the cloud environment represents a better
scheduling process. Hence, the order or assignment of cloud tasks to virtualmachines
decides the best scheduling process. The proposed MGPSOC algorithm showed
good results when compared with the existing ones for reducing the makespan.
The proposed algorithm used k-means clustering before task assignment to virtual
machines and used the sorting process before applying the greedy method. Subse-
quently, PSO algorithm helped the scheduling process for giving better makespan
results.
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Brave Men and Emotional Women:
Analyzing Gender Bias in Bollywood
Songs

Ashish Gupta, Himanshu Ladia , Shefali Bansal , and Anshul Arora

Abstract Stereotypes exist in several sections of society including various means
of popular entertainment. We believe that Bollywood songs are no exception as there
has been a certain change in the characteristics of the songs’ lyrics over the past
few years. Hence, to computationally study Bollywood’s songs lyrics from the Hindi
movie industry, in this paper, we examine their style of writing and the presence of
any biases. We analyze the changes in the songs’ lyrics over time and quantitatively
show the change in the pattern by evaluating the rank of certain sensitive words
in the songs. We calculate embeddings for the lyrical vocabulary using Word2Vec,
FastText, and GloVe algorithms and use the WEAT similarity score to show that
Hindi songs indeed suffer from racial and gender bias. The metrics we obtain can be
further used for more formal problems of music recommendation, lyrics generations
and popularity prediction.

Keywords Natural language processing · Text mining · Document analysis

1 Introduction

The Hindi movie industry shows a glimpse of what we perceive about our society.
The Indian Hindi movie industry (Bollywood) is the largest producer of films in the
world. Bollywood movies are primarily musicals and have songs knitted throughout
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the script. According to a survey by the Indian Music Industry1 a typical Indian
spends 19.1 h a week listening to music, with their favorite genre being Bollywood.
This is higher than the global average of 18 h.With the easy availability of the Internet
via smartphones and tablets, people tend to browse for exact lyrics.

1.1 Motivation

People try to emotionally connect to songs via lyrics and this can affect the psych of
a person in many ways.2 Songs with degrading lyrics have an influence on the sexual
behavior of teens [1]. As a motivation for the problem, we consider the following
excerpt fromapopular songHaseenoKaDeewana from theBollywoodmovieKaabil:

Ladki ek dam right hai
Ladki dynamite hai
Ladki ke chakkar mein
Daily gali gali mein fight hai

Thoda hamein do time yaara
Love nahi hai crime yaara
Har din mujko better lage
Tu ladki hai ya wine yaara

Ladki (girl in English) is being objectified profusely in just a couple of paragraphs
of this rap. She’s been compared to a dynamite, a wine and is specified as a reason
for fights in the neighborhood. We quantitatively show that such stereotypes exist
throughout most of the Hindi songs in Bollywood.

1.2 Contribution

Prior work on song lyrics has been primarily manual and [2] used the recent advance-
ments in natural language processing to perform the analysis on a large dataset.
However, the analysis is only limited to English song lyrics. In this paper, we compu-
tationally study and highlight the degrading lyrics in Bollywood songs. The problem
becomes two-fold as we deal with romanized English characters.

First, there’s a need for an efficient and effective way of preprocessing such text.
Transliteration ofHinglish text has been a popular choice among the research commu-
nity [3]. However, such an approach induces a lot of errors. It misses transliteration

1https://indianmi.org/be/wp-content/uploads/2019/09/output.pdf.
2https://repository.upenn.edu/cgi/viewcontent.cgi?article=1094&context=mapp_capstone.

https://indianmi.org/be/wp-content/uploads/2019/09/output.pdf
https://repository.upenn.edu/cgi/viewcontent.cgi?article=1094&amp;context=mapp_capstone
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of many words because of spelling variations and the multilingual nature of Bolly-
wood songs’ lyrics. To avoid these issues, we build a custom stemming algorithm
specifically for our purpose.

Second, we need to computationally process such a huge corpus of text to mine
style and bias patterns. For the style analysis, we plot swear words and show how they
change over the decade. For gender biases, we employ unsupervisedword embedding
algorithms and the WEAT metric to quantify the bias between two different target
set of words.

1.3 Organization

The rest of the paper is organized as follows. We discuss the related work in Sect. 2.
We explain the proposed methodology in detail in Sect. 3. Results of the proposed
work are summarized in Sect. 4 and we conclude with future work directions in
Sect. 5.

2 Related Work

The use of neural networks for generating lyrics has gathered increasing interest in
recent years [4] have used LSTMmodels for English rap lyrics generation. The word
embeddings used as an input to the LSTMmodels are often subject to various biases
[5]. This can propagate through the LSTMmodels and reflect in a novel writing. Song
emotion classification and popularity prediction are difficult but interesting business
problems [6] have used Hindi sentiment lexicons, text stylistic features, and N-
grams features for mood classification of Hindi songs. This involved transliteration
of Hinglish text to UTF-8 characters using a dictionary3 [7] have also suggested
Hindi music recommendations based on lyrics. The approach avoids transliteration
ofHinglish text anduses a customstemming algorithm todealwith spelling variations
in the text. Our approach contributes to the above approaches by analyzing style and
bias in Hindi songs.

Madaan et al. [8] have examined stereotypes in the Hindi movie industry. Their
work involved surveying movie scripts, posters, and the cast. However, songs too,
have a major contribution to the entertainment industry [2] have computationally
analyzed more than half a million English songs. In our work, we intend to perform
an analysis of Hindi songs and study their style of writing. Instead of manually
surveying the distributions [8], we computationally quantify the bias in sentence
encodings using the word embedding association test [9] onWord2Vec [10], fastText
[11] and GloVe [12] embeddings. The WEAT does so by computing the cosine

3https://tdil-dc.in/index.php?lang=en.

https://tdil-dc.in/index.php?lang=en
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similarity between sets of words. We also use association rule mining [13] and study
the support and confidence of thus obtained association rules.

3 Methodology

3.1 Dataset

There is no publicly available dataset for Bollywood songs’ lyrics. So we built indi-
vidual scrapers for several popular lyrics websites.4,5,6 All the data we crawled was
in romanized characters, ignoring lyrics in UTF-8 characters. We obtained a set of
7615 lyrics, which we use to perform our analysis.

3.2 Preprocessing

Thebasic preprocessing involved removing irrelevant text such asHTML tags,URLs,
punctuation, and repeat line marks (X2, X4, 2 times), other special characters. After

4https://www.metrolyrics.com/.
5https://www.lyricsia.com/.
6https://www.lyricsmint.com/.

https://www.metrolyrics.com/
https://www.lyricsia.com/
https://www.lyricsmint.com/
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tokenization, we obtained a dictionary of 31,402 unique words. We observed that
there were many variations of the same word in the dictionary. For example, bhool
(hindi word meaning mistake) had variations bhoola, bhooli, bhoolna, bhoolun,
bhule, bhuli, bhulna, bhulo, bhulon, bhulun, bhulana, etc. It was important to prepro-
cess these words and bring them to their root forms. Patra et al. [7] used a custom
unsupervised stemmer for Hinglish. The major drawback of the approach is that
words like waari turns to waar; maasum, maana, maar turns to maa, i.e., the root
words are altered.

To avoid the above problem, we propose a two-step preprocessing method. The
pseudo code is discussed in Algorithm 1. The first procedure of the algorithm
performs restricted stemming and the words are brought to their root form. In the
second procedure, frequent spelling variations in Hinglish language like oo/u, ee/i
are taken into account and dealt with. After stemming, the dictionary is reduced to
24,409 unique words and after the second procedure, it is further reduced to 22,397.

3.3 Style Analysis

Songs before 2010 are relatively sparse. To solve this problem, we analyzed our data
concluding over 4 years instead of 1 at the appropriate places for the songs before
and upto 2010 given the nature of the data. For songs dated post 2010, the analysis
on the songs has been done year on year due to a large number of songs for those
years in the dataset.

We generated two-word clouds from the songs as shown in Fig. 1. One for songs
before 2010 and one for after 2010. We can observe a major shift in the vocabulary
over time. There is an influx of Punjabi, Harayanvi (regional languages of India)
words which can be attributed to the rise in popularity of these songs over the past
decade. The change in this pattern may in-turn explain the gender bias we aim to
discover and quantify in the upcoming sections.

(a) Pre 2010 (b) Post 2010

Fig. 1 Word cloud
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Fig. 2 Rank comparison of chahat and paisa

A trend analysis of various words over the years was also performed. We made a
ranking system that ranks words on the basis of their frequency normalized by the
length and number of songs over the years. This ranking comparison tool plots the
relative ranks of words over the years. Lower rank means a more popular word in
the dataset for that year. The results of songs are averaged by a factor of 4 years as
seen in the Fig. 2.

This figure compares rank and hence the popularity of words chahat and paisa
over the period from 1940 to 2019. For any given year Y, lower rank for a word X
represent more frequent use of that word X in an Indian song lyrics in that year Y.
We can observe that the two-word ranks are continuously dropping over the years
denoting a shifting trend in the songs over the years. A three-degree polynomial curve
is fitted to the curve to analyze the trend. We note that while except 2005–2007, our
data shows a consistent drop in the rank of words over the years for chahat. The ranks
close to 1 imply a rare or no use of the word.

We also compiled a list of mild and extreme swear words in Hinglish. Figure 4a,
b shows a comparison between two words in song lyrics based on swear word usage
over the period from 1940 to 2020. It is observed that Bollywood songs have steadily
gained the swear word usage over time. There was little to no use of swear words
before 2010. Generally, very abusive swear words occur extremely rarely in the song
lyrics (as seen by the flat line in the curve for those songs in Fig. 4a) Hence such
words give a flat line for songs before 2010.

Figure 3 shows a comparison between the top 50 words similar to ladki (hindi for
girl) in years before 2010 and after 2010. The word embeddings show an interesting
property of capturing the bias in the dataset they are trained upon. Word clouds
generated from running a word2vec model on 2 datasets, one on Hindi songs before
2010 (refer Fig. 3a and the other on Hindi songs after 2010 (refer Fig. 3b) we see
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(a) Pre 2010 (b) Post 2010

Fig. 3 Top 50 words similar to ladki

(a) Extreme swear words in Bollywood 
songs’ lyrics

(b) Extreme mild words in Bollywood 
songs’ lyrics   

Fig. 4 Ranks of swear words over the years

the inherent bias against women in Bollywood songs. Both clouds have words that
describe women as gudiya, nadan, bholi, pagli, gharwaali, hirni, etc. (Fig. 4).

3.4 Stereotypes and Gender Bias

In this section, we aim to quantify the bias we hypothesized in 3.3 We create eight
vector sets ofwords for soft attitude, strong attitude, color, cars, clothes, food, alcohol,
and body looks.7 We tried two different approaches to understand the bias between
males/females and the words in the above vectors.8

7https://github.com/himanshuladia/bias-analysis/blob/master/attributes.
8https://github.com/himanshuladia/bias-analysis/blob/master/names.

https://github.com/himanshuladia/bias-analysis/blob/master/attributes
https://github.com/himanshuladia/bias-analysis/blob/master/names
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Table 1 Word embedding
association test results

Word2Vec fastText Glove

0.7381 0.8264 0.4458

3.4.1 Association Rule Mining

First, we use a probabilistic approach. This is a modification of association rule
used to find interesting associations and patterns in text. For example, we take two
sets, one to address females (example: ladki, girl, chorri, lady, etc.) and the other for
different colors (example: sanwali, saanwala, pink, red, laal, white, etc.). To evaluate
the association between the sets, two metrics are calculated: support and confidence.
We define them as follows:

Support = (number of documents that include at least one value from set 1 and one value from set 2) ∗ 100

(total number of documents)

Confidence = (number of documents that include at least one value from set 1 and one value from set 2) ∗ 100
(number of documents that include at least one value from set 1)

The list of documents were created in three different ways. By taking entire song’s
lyrics, individual paragraphs, and individual lines as a single document.

3.4.2 WEAT Score

The word embedding association test [9] uses distributed representations of words
like word2vec, fastText, and GloVe to evaluate bias between two sets of attribute and
target words. It uses the cosine similarity metric to compute the similarity measure
between sets of words. We use the WEAT score on our dataset to highlight the
consistent presence of bias in Bollywood songs (Table 1).

4 Result and Discussion

Table 2 shows the results for support and confidence values for the discussed three
cases. The results for entire paragraph as a single document is more dominant. This
is due to the fact that in songs, we talk about an object in a single paragraph. The
results are less dominant but still prevalent in rest of the cases. Support and confidence
values for the color attribute is very high for females as compared to males. This
explains that while talking about females in songs, colors are associated more often
than males. They are usually used to define the color of their skin, eyes, lips, dress,
etc. For softAttitude and Bodylooks attributes, we observe that even if support value
may be slightly higher for males, the confidence is still higher for females. Which
means although the number of documents with male names are more, the number of
documents where females and attributes softAttitude, Bodylooks comes together is
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higher. For strongAttitude, the support and confidence values are higher for males.
Considering results for support and confidence together for cars, clothes, food, and
alcohol attributes, the values are higher for females as compared to males.

WEAT score is calculated between attribute sets softAttitude, strongAttitude and
target sets female_names,male_names for distributed representations via word2Vec,
fastText and GloVe. The results are shown in Table 1. A positive and close to 1 value
indicates the presence of a high bias of softAttitude attributes toward female_names,
and strongAttribute toward male_names. The results are consistent with that of
association rule mining.

5 Conclusion and Future Work

We scraped Hinglish lyrics for Bollywood songs from popular websites and devel-
oped a preprocessing technique for reduction of the vocabulary size. Various experi-
ments were performed on the dataset. Extensive qualitative and quantitative analysis
in tandem highlight the presence of stereotypes and gender bias in Bollywood songs.
We believe our work on bias in Bollywood will spark a change in the mindset of
creative people.

In the future,we aim to study this bias on amulti-modal basis.YouTube is a popular
source of video entertainment for this generation. We intend to use YouTube video
frames, audio and lyrics collectively and develop a neural architecture to analyze the
style, popularity and bias present in Bollywood songs.
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Anomaly Detection in Crowded Scenes
Using Motion Influence Map and
Convolutional Autoencoder

Shilpi Agrawal and Ratnakar Dash

Abstract In this paper, we present a method to detect and localize unusual activity
in crowded scenes. A large number of surveillance cameras are fixed at various places
for security purposes. We propose an autoencoder-based deep learning framework
to categorize abnormality. Optical flow is computed using motion influence map and
fed to the convolutional autoencoder. Thus, the spatio-temporal features obtained
from the output of the encoder are used for classification. K-means clustering has
been utilized to classify the spatio-temporal features. Experiments were conducted
on standard crowd datasets and it is observed that the proposed model achieves
comparable accuracy measure with state-of-the-art techniques.

1 Introduction

CCTV cameras are used at various places like banks, shopping malls, ATM, streets,
etc., to ensure public safety. A large amount of data are produced every day by these
cameras. The amount of data containing suspicious behavior is very less. So, manual
analysis of this huge data is not possible.

Studying video data is an important research issue nowadays. In video monitoring
the main role is to track anomalous incidents such as collisions, suspicious behavior,
and burglary. The goal is to identify the point of anomaly that diverges from normal
patterns. The anomalous events are quite distinct. A person walking in a busy road
may be considered as anomalous while the same person walking in a mall may be
considered as normal. Therefore, the algorithmmust not depend on prior information
about these events.
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However, detection methods face a lot of hurdles in detecting objects in a vivid
environment.

– Illumination Changes: It changes the appearance of the scene and causes diver-
gence because of which chances of false alarm rates increases.

– Camouflage: It becomes difficult to distinguish when the object and the back-
ground are very similar to each other.

– Uninteresting moving objects: Every moving object such as a flowing river or
moving leaves may not be an anomaly.

– Shadows: Objects may cast shadows because of changes in illumination which
might also be classified as an anomaly.

– Occlusion: It becomes difficult for tracking algorithm to detect the exact position
of an object when its view is blocked by another object.

This paper presents a model which extracts spatial features from Convolutional
Autoencoder and temporal features from motion information algorithm at both pixel
level and block level. K-means clustering has been used for classification which is
based on the distance between the centre of the cluster and extracted spatio-temporal
features.

The document is set out as follows. In Sect. 2, the recent development and research
are outlined. The proposed method is discussed in Sect. 3. Section4 describes the
experimental setup and presents the result. Thefinal section gives concluding remarks
on some future research areas.

2 Related Work

In this area of study, a well-liked approach is to imbibe the usual video pattern and
train the algorithm with this same pattern. Any deviation from this pattern would be
considered anomalous.

A new structure was proposed by Xiang and Gong [1] using space and position
context for anomaly detection. The behavior of object is presented using nuclear
event, which contained swiftness, direction, and location of the object. An SF model
was used by the Mehran et al. [2] for crowd behaviors [3] description. It did not
involve any tracking methods. The disparity between the wanted and original speed
we get from the interaction of the particle on the field of optical flow [4, 5] estimates
the force of interaction. Mahadevan et al. [6] modeled information about appearance
of normal function in crowded scenes with a blend of potent textures. It supposed
both the features of space and time to detect anomalous activity in a congested scene.
In video analysis and anomaly detection, trajectories have always been popular [7–
10]. Trajectory based analysis is well known for the characteristic of deviation of
nominal classes in the training period. And then in the testing phase against nominal
classes compares the new test trajectories. An anomaly is indicated when it devi-
ates from all classes. In the field of action recognition, there are many successful
cases [11–14]. However, these methods work well with videos having precise labels
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without the involvement of blocked scenes. Pre-recorded video is unable to detect
the unusual event whose occurrence is rare. Researchers have trained models using
less or no supervision, including autoencoder [15], spatio-temporal features [16, 17],
and dictionary learning [18]. Only unlabelled video data is required by them, which
contains the event which is very unusual and also easily gets into the real-world
application. Sultani et al. [19] utilized both high-quality and low-quality videos to
learn the anomalies. The input names are at video level. Usual and unusual videos as
bags and the sections of videos as occurrences in multiple instances learning (MIL)
are considered by them in thismethod. Then their investigation of amodel starts auto-
matically which foretells a large score of irregularity for the fragments of the unusual
video. Because of the usage of simply machine learning method, the classification
precision is very less and needs improvement by using classifier and optimization
techniques. The extraction of spatio-temporal energy measurements was performed
by Huang et al. [20] having visual options whose level is low, motion map options,
and energy options area unit. To illustrate the features of the model in the traditional
patterns, three layers of convolution are trained. For the good representation of the
crowd models, the theme of fusion is applied and for sensing the events of anomaly
they applied the SVM model.

All themethodsmostly focus either only on local activity or only onglobal activity.
It is required to consider both of them with a single model. We propose one such
model in which Convolutional Autoencoder learns the spatial features, and motion
influence algorithm (Algorithm 1) learns the temporal features for both global and
local unusual activities.

3 Proposed Method

The frame level unusual activity localization anddetection of the pattern of themotion
were studied by the proposed method and this paper considers both global and local
activities. Local unusual activity refers to a non-human object occurring in a frame
or a cart moving in pedestrian walking area. Global unusual activity means everyone
in the frame starts to rush abruptly to getaway from the scene. Figure1 shows the
overview of the proposed method. Information of motion is evaluated first. Then, a
motion influence map is created following which features are extracted from it. A
feature vector is created and finally classification is done to detect anomaly.

For the extraction of spatio-temporal features the proposed scheme uses optical
flow between different video frames. Convolutional Autoencoder places the output
units of the encoder in less amount than the input to reduce the dimensionality
during the extraction of the feature. Feature extraction from the input image is the
main purpose of convolution and also a spatial relationship was preserved among the
pixels. To extract the temporal features, motion influence map is computed from the
motion values in each frame from information at block level. The motion influence
map is divided into a consistent framework and for classification we used K-means
clustering. The distance between each cluster and the computed spatio-temporal
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Fig. 1 Overview of proposed method

feature is used to classify whether the frame is unusual or not. Details of our proposed
method is explained below. Our proposed method includes following steps:

– Motion descriptor calculation.
– Feature extraction.
– Unusual event detection and localization.

3.1 Motion Descriptor

The input RGB frames are converted to grayscale and applied to a motion descriptor.
After preprocessing, FarneBack algorithm is used to calculate the optical flow for
each pixel in the frame. Optical flow is the motion of objects between continuous
frames of sequence. The frame is partitioned into uniform blocks of size M by N
and then calculate optical flow for every block by averaging the optical flow of each
pixel within the block as shown in Eq.1.

bm = 1

N

∑
f nm (1)

where i th block optical flowwas denoted by bm , pixels number in a blockwas denoted
byN and nth pixel of the optical flowof themth blockwas denoted by f nm . The various
factors which influence pedestrian motion are moving cart, other pedestrians, or an
obstacle on the road. We assume that the two factors that affect the pedestrian are
(1) Speed and (2) Direction.

Algorithm 1 is used to construct the motion influence map.

3.2 Feature Extraction

Now the step is to measure vector of motion influence of block j by considering all
the blocks i affecting the motion of the block as Eq.2,
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Algorithm 1: Algorithm for Motion Influence Map
INPUT: M ← motion vector set, T ← block size, F ← a set of blocks in a frame
OUTPUT:MIP ← motion influence map
for m ∈ K do
Td = ||bm || × T
Fm
2 = ∠bm + π

2−Fm
2 = ∠bm − π

2
for n ∈ F do
if m �= n then
Calculate the Euclidean distance E(m, n) between bm and bn
if E(m, n) < Td then
Calculate the angle φmn between bm and bn
if −Fm

2 < φmn < Fm
2 then

MI P j (∠bm) = MI P j (∠bm + exp( D(m,n)
||bm || )

end if
end if

end if
end for

end for

H j (i) =
∑

wi j (2)

where H j (i) is motion vector of block j and the influence of block i on block j
was indicated by wi j . By using Convolutional Autoencoder, at each frame there
is the addition of the motion vectors of the block for the extraction of the spatial
features (Fig. 2) and concatenate motion vectors to get 8 × t-dimensional feature
vector, where t is the count of frames. Frames are apportioned into blocks which are
non-overlapping, every block of which is a blend by the influence of the value of
motion. The motion influence value of a Megablock is the sum of motion influence
values of all the tinier blocks constituting a larger block.

K-means clustering is performed for each mega block using spatial and temporal
features. The centres are then set as codewords. For training, only normal video clip
is used. So, codewords consist of patterns of normal activities only.

3.3 Unusual Event Detection and Localization

After extracting spatio-temporal features, in the testing phase, a minimum distance
matrix is constructed for the mega blocks. Minimum Euclidean distance is used to
define the value of an element between the mega block codewords and the current
test frame feature vector as,

E(m, n) = min
k

|| f (m,n) − w
(m,n)
k ||2 (3)
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Fig. 2 Convolutional
autoencoder

where E(m, n) denotes (m, n)th element in E and f (m,n) denotes feature vector of
(m, n)th mega block of the test frame.

If the value of Euclidean distance is small, then it is likely that it is not an unusual
activity in the block. If the distance is large, it is likely that it is an unusual block
and hence the unusual frame. If the value is higher than the threshold, then the
classification of the frame by us as abnormal (frame level). The point of anomaly is
also detected with the same approach and the same threshold value is used for every
megablock to confine the activity which is unusual (pixel level).

4 Result and Analysis

Checking the efficiency of the approach proposed, we experiment on two publicly
available dataset, UCSD [6] and UMN dataset, which contain local and global activi-
ties. We did frame and pixel level identification of local irregular events in the UCSD
dataset and in UMN dataset, we detected only frame level global abnormal activ-
ities. To validate the proposed model, experiments were conducted using Python
3.7. We used AUC system to perform the study and equate it with state-of-the-art
methodologies (Fig. 3).
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Fig. 3 Model accuracy and model loss

Fig. 4 Normal activity of UMN dataset

4.1 Dataset Description

There are 11 packed scenario video samples from three separate outdoor and indoor
scenes in the UMN dataset. It contains 7740 frames, each 320 × 240 in dimension.
In the video, people are seen walking around. It is considered a normal activity. It
is considered a normal activity as shown in Figs. 4 and 5. It is called an unnatural
behavior, when they make a sudden escape running action.

In the UCSD Dataset, there are two sets of videos recorded from different camera
angle: (1) Ped1 and (2) Ped2. People walking in the pathway are considered as
normal behavior. Ped1 provides 34 training videos and 36 testing videos. The size of
the frame is 238 × 158. Ped2 has 16 videos for training and 12 videos for analysis.
The dimensions of the frame are 360 × 240. The training video consists of the normal
behavior of people walking around. In the test clips, there are some unusual activities
like moving cart, bicycle, skating, etc.

4.2 Performance Analysis

The frame is partitioned into 8 × 8 blocks and threshold is set to maximum value
of motion influence map of input images. In Table1, it is observed that the model
accuracy for different datasetswas comparable to othermodels. Figure3 showsmodel
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Fig. 5 Normal activity of UCSD Ped1 and Ped2 dataset

Table 1 Accuracy report and comparison with other models

AUC (%) in various datasets

Method UCSD Ped1 (%) UCSD Ped2 (%) UMN dataset (%)

Spatio-temporal autoencoder [21] 89.9 87.4 80.3

Motion influence map [22] 64.9 81.5 90.9

Proposed method 85.5 83.4 94.4

Fig. 6 Abnormal activity of UMN dataset

Fig. 7 Abnormal activity of UCSD Ped1 and Ped2 dataset
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accuracy and model loss. While training the model, it was overfitting but after some
time it performed well. Our model accuracy is less than spatio-temporal model [21],
but the time taken to learn the model reduced drastically. However, it is more than
the Motion Influence Map model [22]. The accuracy for Ped1 Dataset is 85.5%. For
Ped2 dataset, it is 83.4% and for UMN dataset, it is 94.4%. Figures 6 and 7 display
the results.

5 Conclusion

In this paper, we concentrated on irregular activity identification at both local and
global rates. To detect and locate unusual activity in a crowded scene, we propose
a deep learning system. The frames are graded as natural or anomalous based on
the motion influence map and Convolutional Autoencoder for both time and space,
respectively. The proposed model achieves better accuracy measure in standard
datasets as compared to the state-of-the-art techniques.

The limitation of this paper is that it gives false results in case of occluded scenes.
Also, the analysis is limited to a fixed viewpoint. We have not considered zoom or tilt
functionality of the camera. It deals with only static camera datasets. By extending
the proposed method, we can deal with these functionalities as future research work.
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Approach Using View Synthesis
Framework (LIRVS)
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Abstract Image registration is a fundamental preprocessing step in varied image
processing and computer vision applications, which rely on accurate spatial trans-
formation between source and the reference image. Registration using iterative view
synthesis algorithm is experimentally shown to solve a wide range of registration
problems, albeit at the cost of additional memory and time to be spent on the genera-
tion of views and feature extraction across all the views. Hence, we have approached
the problemby building a decision-makermodelwhich could predetermine the possi-
bility of registering the given input image pairs and also predict the iteration at which
the image pair will be registered. The proposed approach incorporates a decision-
maker (trained classifier model) into the registration pipeline. In order to ensure that
the gain in time is considerable, the classifier model is designed using the registration
parameters obtained from reference and source image. The trained classifier model
can predetermine the possibility of registering the input image pairs and also themin-
imum number of synthetic views or iteration necessary to register the input image
pair. Hence, for the images that have been registered, an additional time required for
the proposed approach is tolerable. However, for the images that are not registered,
the gain in time because of classifier model is extremely significant.
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1 Introduction

Image registration is concerned with the computation of a suitable transformation
function [1, 2] between fully or partially overlapped images which vary due to differ-
ent characteristics acquired from sensor, incidence angle or view angle, resolution,
etc. Feature-based image registration can be achieved using standard and iterative
approaches [3]. The standard approach for the registration includes the extraction of
the local feature points, generation ofmatches, and their geometric validationwith the
computed homography (FIR). Standard registration approach is mainly suitable for
simple registration problems, where the deformation complexity between the input
image pair is very minimal [4, 5]. Iterative registration approach using view synthe-
sis is widely implemented for registering complex registration problems, where the
deformation complexity between the input image pair is extremely high. The con-
cept of creating synthetic image views to enhance feature matching was originally
explored by Lepetit and Fua [6]. Morel et al. [7] have integrated the view synthe-
sis with DOG feature detector and SIFT matching. This approach is called Affine
SIFT, effectively matches the challenging optical image pairs with orientation dif-
ferences up to 80 degrees. Pang et al. [8] have substituted SIFT feature extraction
[9] by SURF feature extraction [10] in the Affine SIFT approach to decrease the
computational time. The resulting feature matching approach is called FAIR SURF
(FSURF). Mishkin et al. [11, 12, 15] have proposed two-view feature matching
approach, which integrates the view synthesis with Hessian Affine [13] and MSER
[16] feature detectors and employs the Root SIFT [14, 17] feature matching. It is
observed that the view synthesis can address a large range of deformations between
the images effectively.

In this approach, synthetic view images are gradually increased as the iterations
progress until the images are registered. The number of iterations required to register
the image pair relies on the kind and amount of deformation between the input image
pair. However, the time taken to register images increases with the increase in the
iterations. Hence, the focus of the paper is to identify the minimum number of views
needed or iteration required to register the input image pairs. In such a scenario,
iterative approach is converted into a serial execution. However, the challenge lies in
accurately predicting the optimal number of views becausewith less number of views
images may not register and if more number of views are generated the gain in pro-
cessing speed and storage overhead is nullified. The proposed algorithm incorporates
a Decision -Maker (DM) (trained classifier model) into the pipeline of standard regis-
tration approach. The contribution made in this respect is twofold: [1.] Incorporation
of knowledge into the feature-based registration algorithm by building a DM model
that can be used for real-time registration of input image pairs. [2.] An effort has been
made to identify the feature attributes to train and build a classifier model to pre-
dict the synthetic views required for registering the images. This paper is organized
as follows: Sect. 2 describes the iterative registration algorithm using view synthesis
and its technical challenges, Sects. 3 and 4 present the proposed approach, evaluation
parameters, experimental results, and finally, the conclusion is provided in Sect. 5.
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2 Iterative Registration Approach Using View Synthesis
(IRVS)

IRVS generates the synthetic views of source and reference images and then applies
the standard feature-based registration pipeline(FIR) on a set of images until the
registration error is less than the threshold. In each iteration, the synthetic views
of complementary angles are generated. IRVS has four major steps, in step:1—
synthetic views of source and reference images are generated using Affine camera
model to simulate various acquisition scenarios like view angle and scale. These
synthesized views are used to find the feature points that are detected frequently
under varied affine deformations. We have based the generation of synthetic views
on affine cameramodelwhich uses threemajor parameters, i.e., latitude (θ ), longitude
(�), and scale (�). In Step:2, feature points are detected from the synthesized source
and the reference image views using SIFT extractor. In Step:3, the correspondence
between the features detected in the source image and those detected in the reference
image is established by the nearest neighbor ratio(NNR) matching technique using
Bhattacharya distance. In Step:4, the true matches from the correspondences are
generated using RANSAC algorithm. This algorithm eliminates the outliers and
gives inliers, homography matrix as output. The source image is then transformed
using the computed homography matrix. Registration error is computed between the
transformed and reference images. If the error is above a predefined threshold, the
process is iterated with the increasing the number of views.

Image registration using Standard approach (FIR) and iterative registration
using view synthesis (IRVS) approach is implemented on standard UK Bench
dataset containing 7464 image pairs. It can be observed that the FIR approach
could register only 3534 image pairs out of 7464 image pairs. On the other hand,
the IRVS approach could register 5202 image pairs out of 7464 image pairs.
Hence, this method has been proved in finding more precise and correct feature
correspondences over a dataset of 7464 input image pairs. Table1 shows the total
number of feature points detected and registration error obtained on a pair of images
for iteration-1–6. The number of feature points detected increases as the number

Table 1 Table shows the total number of feature points detected and registration error obtained on
a pair of images and Time (s) for iteration-1–6 I1 to I6
Detected
feature
points

FIR Iteration-1 Iteration-2 Iteration-3 Iteration-4 Iteration-5 Iteration-6

Feature
points

781 3047 3987 4896 5350 8879 18161

Registration
error

FIR Iteration-1 Iteration-2 Iteration-3 Iteration-4 Iteration-5 Iteration-6

RE 19.25 14.348 10.890 9.009 8.241 7.962 7.729

Time (s) 174.945 364.269 590.144 780.403 952.308 1068.039
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of iterations (I1–I6) increases. Hence, by combining the feature points of all the
synthetic views,we are improving the performance of feature detection,which further
helps in feature matching and transformation estimation. From Table 1, important
observation can be made, as the iteration increases from I1 to I6, the registration
error decreases, which directly reflects the accuracy of registration.

3 Learning-Based Image Registration Approach Using
View Synthesis Framework (LIRVS)

It is observed from the Sect. 2 that the view synthesis approach can address a large
range of deformations between the images effectively. However, the time taken to
register images increases with the increase in the iterations. Hence, we adapt the
iterative view synthesis approach by employing DM, which could predetermine the
possibility of registering the input image pairs before going through the iterations of
registration and also predict the exact iteration required to register the input image
pairs. The proposed LIRVS approach is decomposed into three stages, Stage-1:
Local Feature Extraction, Matching, and Transformation Estimation, Stage-2:
DecisionMakerModel (i.e., TrainedClassifierModel),Stage-3: Implementation
of Registration using predicted views. The figure shows the pictorial illustration
of the proposed approach (Fig. 1).

Stage-1: Feature Extraction, Matching, and Transformation Stage:1 com-
posed of feature extraction, matching, and transformation estimation. The feature
points are detected from the source and the reference image using SIFT detector,
where these detected features remain unaffected by scale and variations in view-

Fig. 1 Framework of proposed learning-based image registration approach using view synthesis
framework (LIRVS
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point. After feature detection is done, these features are described by using SIFT
descriptor. The correspondence between the features detected in the source image
and those detected in the reference image is established. SIFT descriptor are matched
using two-way nearestNNR matching technique using Bhattacharya distance. If the
ratio of the neighboring distances is greater than the threshold, then they are con-
sidered to be as the NNR matches. To increase the robustness of matches, matching
is performed twice from source feature points to reference feature points and vice
versa. A correspondence is considered only if it exists in both the scenarios. The true
matches from the correspondences are generated using RANSAC algorithm [18].
This algorithm eliminates the outliers and gives inliers, homography matrix as out-
put. The source image is then transformed using the computed homography matrix.
Five vital parameters related to feature extraction, matching, and registration like

– Repeatability: Ratio of the number of matched points to the total number of key-
points extracted from both the images

– Number of True matches
– Inlier Ratio(IR): Ratio of number of Inliers to the total number of matches.
– Registration Error(RE): Bhattacharya distance between matched points of source
Image which are transformed with computed homography and target image
matched points.

– Warp image error(WE): Distance between the transformed source image and the
target image.

Stage-2: Decision-Maker Model The view synthesis approach can be improved
by developing a DM (Trained Classifier Model) that has to decide whether a given
pair of input images can be registered or not. If registered, it should predetermine the
iteration required to register the input image pairs. DM connects Stage:1 and Stage:3.
This stage includes the following activities: 1. Attributes Generation for the DM, 2.
Attribute Selection, 3. Training Data Generation. Attributes Generation for the
Decision Maker Hence, the output of Stage:1 is considered for attribute generation
of DM. In order to ensure that the gain in time is considerable, the decision-making
model is designed using the registration parameters obtained from reference and
source images. Hence, an effort has been made to use image registration parameters
as attributes for classifier. We have done experiments by building a classifier model
using the registration parameters like repeatability score, number of matches, inlier
ratio (IR), warp error, and registration error. The feature attributes are selected using
information gain ratio; out of five attributes, inlier ratio (IR) and registration error
are seleted as the key attributes for the DM Model.

Stage-3: Implementation of Registration using Predicted Views The output of
DM is one of the five classes. Based on the output of theDM the registration approach
exits successfully in the case of class:0, class:1, or continues the registration using
view synthesis in all other classes.



170 B. Sirisha et al.

4 Experimental Results

The following section describes the effectiveness of the DmModel and time analysis
of the proposed approach.

Effectiveness of Decision-Maker Model: In total, 7464 image pairs from UK-
Bench dataset are used for generating the training data. Support vector machine
classifier is trained on 7464 training records with five classes. Class distribution is
divided as [class-0 = 2264, class-1 = 2534, class-2 = 1338, class-3 = 653, and class-4 =
675]. The performance of the support vector machine model is verified using tenfold
cross-validation. The DM (trained SVMClassifier model’s) effectiveness is assessed
with help of accuracy measure. Table5 shows the true positive rate, false positive
rate, precision, recall, and ROC area of each class. It can be observed that ROC area
is uniform across the classes. The DM model accuracy obtained with tenfold cross
validation is about 95.682% (Table 2).

Time analysis of proposed approach: Time of proposed approach is compared
with the standard and iterative image registration approaches. In order to obtain
significant assessment, we have categorized the registration problem based on the
geometric deformation between the image pairs as: 1. Simple registration problem—
Image pairs which got registered in the standard approach. 2. Hard registration
problem—Image pairs which got registered in the first iteration of view synthe-
sis approach. 3. Very Hard registration problem—Image pairs which got registered
in the second iteration of view synthesis approach. 4. Extremely hard registration
problem—Image pairs which got registered in the third iteration of view synthe-
sis approach. Figure2 show the results of registering two extremely hard image
pairs using iterative view synthesis (IRVS) and proposed (LIRVS) approach. As
can be observed, in iterative view synthesis approach image pairs fails to regis-
ter in first, second iterations and could be registered in the third iteration, whereas
in proposed LIRVS approach, image pair could be registered in the third iteration
directly because of the prediction from DM. Table3 shows the time taken for two
registration approaches for the varied registration problems. It can be observed for
hard registration problem, the time required for registering is same for both the
approaches, whereas for very hard and extremely hard registration problems, the
proposed approach saves 79.303 s and 269.643 s, respectively. It is seen that for
images which cannot be registered (class = 0) in the proposed approach, time saved
is 1225.245 s as the algorithm quite without going through the iterations of view
synthesis.

Table 2 Results for DM (7464 instances) Using SVM tenfold cross-validation

Classifier Class TP rate FP rate Precision Recall ROC area Accuracy

SVM −1 1 0 0.999 1 1 95.682%

0 0.999 0.001 0.999 0.999 0.999

1 0.974 0.044 0.828 0.974 0.965

2 0.517 0.015 0.814 0.517 0.867

3 0.511 0.010 0.801 0.491 0.823
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Source Image Reference Image Class-4

Fig. 2 Proposed learning based image registration approach using view synthesis framework
(LIRVS)

Table 3 Time taken for image registration in two registration approaches

IRVS registration approach LIRVS registration approach

Sensed image Iteration of
registration

Time (s) Predicted class Time (s)

Hard 1 174 2 174

Very hard 2 364.53 3 285.227

Extremely hard 3 692.608 4 422.965

Cannot register 6 1323.374 0 98.25

5 Conclusion

In the proposed approach, we have adapted the view synthesis by incorporating a
DM model which helps to predetermine the possibility of registering two images
and also predict the iteration at which the image pair will be registered, without
actually registering them. It is observed that the average time taken by the DM is
significant compared to the time taken by any other process of image registration
such as feature extraction, feature matching, and transformation estimation. Hence,
for the images that have been registered, an additional time required for the proposed
approach is tolerable. However, for the images that are not registered, the gain in
time because of DM is extremely insignificant. The proposed approach is meant
to improve the execution performance (time and space), unlike the iterative view
synthesis approach. The proposed approach found to be efficient in addressing the
extreme geometric deformations, which are not registrable with previous state of
the art. The main drawback of iterative view synthesis approach is the algorithm is
fast for simple registration problems and consumes space and time for extremely
hard registration problems because The generation of synthetic views is done until
a valid geometric estimate is achieved. For image pairs which cannot be registered,
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the iterative approach has to iterate through all the tilts and then conclude that the
given image pair could not be registered. This setback is overcome by the proposed
algorithm; in our approach, the algorithm exits dynamically when a valid geometric
estimate is not attained.
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AWalk Through Various Paradigms
for Fake News Detection on Social Media

T. V. Divya and Barnali Gupta Banik

Abstract Around the globe, social media is serving as a significant source of news
for millions of people because of its rapid dissemination, easy access and low cost.
However, it has a significant risk in exposing fake news, which may mislead the
readers, and it comes at the cost of dubious trustworthiness. Existing content-based
analysis techniques are challenged by automatic detection of fake news. On social
media, merits and demerits of different techniques of fake detection are studied in
review work. For fake news detection, various techniques have been proposed in
recent days. For given news, the precise statistical rating is not produced by existing
works. Less variance is made by news category and input restrictions. Automatic
fake news detection methods are studied in this review and concluded a method for
detecting various news. Also, studied the ability of a technique in predicting fake
news based on data sources.

Keywords Automatic detection and Classifiers · Fake news · Social media

1 Introduction

On social interactions, enormous impact is shownby internet spread and development
of technology in recent days. For people, information is obtained using a social media
as it becomes popular rapidly. Opinions, interest, activities of people are shared on
various social media platforms.

Informations rapid spread, low cost, easy accessing of information are the major
advantages of social media. Nowadays, people are using this social media for
searching news rather than traditional sources of news like newspaper or television.
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Classical news sources are rapidly replaced by social media in recent days [1]. With
lot of advantages, online social media news is not qualified, when compared to clas-
sical sources of news. This is a major problem in it. In order to achieve various goals,
social media contents are changed sometimes. In countries like United Kingdom,
United States, Russia, Romania, Macedonia, these websites are available. Fake news
are spread in a fast as well as broad manner because of this [2, 3].

In making user’s decisions, social media news, opinions, reviews are playing
a major role. On individual and societies opinions, negative effect is caused by
low-quality news spread which is termed as fake news. Governments, businesses,
society and individuals are affected because of this kind of fake news. Noticeable
amount of damage may be caused to an organization because of fake news about
that organization spread by malicious user or spam. So, most of the researchers are
concentrating on detection of fake news [1, 4, 5]. Challenges are caused to available
content-based analysis methods by automatic fake news detection. Major reason is
that news interpretation is highly nuanced and need awareness about social context,
common cause or political issue. Nowadays, knowledge aboutmost advanced natural
language processing algorithms are not able to gathered.

Bad actors arewriting fake news intentionally,whichmay appear as a real news but
has manipulated information or false information. Even well trained human experts
are also not able to detect it [6, 7]. Less variance is made by news category and
input restrictions. On social media, merits and demerits of different techniques of
fake detection are studied in review work. For fake news detection, various tech-
niques have been proposed in recent days. Automatic fake news detection meth-
ods are studied in this review and concluded a method for detecting various news.
Also, studied about the ability of techniques in predicting fake news based on data
sources [8, 9].

2 Literature Review

Different techniques of fake news detection are reviewed in this section.
Conroy et al. [10] provided two major classes of assessment methods which are

emerged from typology of various varieties. They are network analysis technique
and linguistic cue techniques. Network-based behavioural data is combined with
linguistic cue and machine learning to form a hybrid approach for getting enhanced
results. Fake news detector system design is not a straight forward problem and for
feasible detection of fake detection system, operational guidelines are proposed.

Granik and Mesyura [11] used Naive Bayes classifier for designing a simple fake
news detection system. This methodology was actualized as a product framework
and tried against an informational collection of Facebook news posts. Accomplished
characterization precision of around 74.

Long et al. [12] incorporated attention-basedLSTMmodelwith profiles of speaker
for proposing a novel technique for detecting fake news. In two ways, contribution
to this model is done by profile of speaker. They are inclusion in attention model and
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inclusion in additional data input. Profiles of speaker like credit and location history,
title of speaker, party affiliation are added. Benchmark fake news detection dataset
is used in experimentation and around 14.5.

Buntain and Golbeck [13] developed a system for automatically detecting Twit-
ter fake news. In two credibility-focused Twitter datasets, accuracy assessments are
predicted using learning. They are CREDBANK and PHEME. PHEME is a poten-
tial Twitter rumour dataset and it has those rumours about journalistic assessments.
CREDBANK is a crowdsourced dataset, and it has Twitter events accuracy assess-
ments.

For journalistic accuracy and crowdsourced assessments, features are identified
in feature analysis and consistent results are obtained when compared with previous
works. Credibility and accuracy discussions are closed and in Twitter, better perfor-
mance of non-experts models compared with journalists in detecting fake news is
also discussed.

Ruchansky et al. [14] combined all three characteristics of automated prediction
and more accurate prediction for proposing a system. User and articles behaviours
are incorporated as well as in addition to fake news propagating user’s behaviour.
Using these three characteristics, CSI model is proposed with three modules namely,
Integrate, Score and Capture. Text and response forms the base for first model, and
Recurrent Neural Network is used in this model for capturing user activities tempo-
ral pattern on a specified article. User behaviour is used in second model for learn-
ing source characteristics. An article is classified by integrating these two models.
Exploratory investigation on certifiable information exhibits that CSI accomplishes
higher precision than existingmodels, and concentrates important dormant portrayals
of the two clients and articles.

Pan et al. [15] included B-TransE model for proposing a technique for fake news
detection, which is based on content of news and uses knowledge graphs. Few tech-
nical challenges are addressed in these solutions. In order to cover required relations
for detecting fake news are not done by computational-oriented fact checking. Vali-
dation triples about its correctness, which are extracted from news articles are more
challenging. Kaggle’s Getting Real about Fake News dataset is used for evaluating
the techniques and few real articles in the main media stream are also used. Around
0.80 of F1 score is achieved by the proposed approach as shown in evaluations.

Della et al. [16] combined social context features and news content for proposing a
novelML fake news detection technique,where existing techniques are outperformed
by this method and around 4.8.

Shu et al. [17] formed a real-world dataset, which represents trust level of users on
fake news and experienced as well as naive users representative groups are selected.
Fake news items are recognized as false by experienced group of representatives, and
fake news items are recognized as true by naive group and representatives. Between
these group of users, over implicit and explicit profile features, comparative analysis
is performed and their effectiveness in differentiating fake news is revealed.

Gupta et al. [18] exploited an echo chambers presence for tackling fake news
detection problem of social media. News articles latent representation in an infor-
mative as well as in effective way is obtained using an echo chambers presence in
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user’s social network. Within the social network, echo chambers are modelled as a
closely connected community for representing 3-mode tensor structure of new arti-
cle. In a latent embedding space, news articles are encoded by proposing a method
based on tensor factorization and to preserve structure of community. Two real-world
datasets are used in experimentation for demonstrating effectiveness of the proposed
method in detecting fake news. Collaborative News Recommendation and News
Cohort Analysis are used for validating resulted in embeddings generalization. In
detection and generalization, better performance is exhibited using this method.

Helmstetter and Paulheim [19] discussed weakly supervised technique, where
hundreds of thousands of tweets are collected as a dataset automatically, but they
are very noisy in nature. Based on source nature both untrustworthy or trustworthy
source, tweets are labelled automatically in collection process, and this dataset is
used for training the classifier. Then, non-fake and fake tweets are classified using
this classifier and various classification targets are also classified using this classifier.
In new classification target view, these labels are inaccurate and result in unclean
inaccurate dataset. With 0.9 of F1 score, fake news can be detected.

Zhang et al. [20] introduced automatic fake news credibility inference technique
termed as FAKE DETECTOR. Model of deep diffusive network is constructed in
FAKEDETECTOR for learning subjects, creators and news articles representation,
according to latent and explicit feature set extracted from textual information.Various
traditional models are compared with FAKEDETECTOR, in experimentation using
real-world dataset and proposed methods effectiveness is demonstrated using results
of experimentation.

Xu et al. [21] used two perspectives for characterizing Facebook comments, reac-
tions, shares on hundreds on popular real and fake news. Perspectives are content
and websites. Diverse behaviour in registration and its timing is exhibited by real
and fake news publisher’s websites as shown in site analysis. After certain amount
of time, from web, fake news tends to disappear.

In fake news detection, it is insufficient to apply latent Dirichlet allocation (LDA)
and frequency-inverse document frequency (tf-idf) topic modelling as suggested by
real and fake news content corpus characterization. Fake and real news can be pre-
dicted effectively using document similarity with word vectors and term as indicated
in results.

Yang et al. [22] reviewed the unsupervised methods used for detecting fake news.
Latent random variables are formed using news truth and credibility of users and for
identifying opinions of users regarding news authenticity on social media, engage-
ments of users are exploited.

Conditional dependencies between news truth, opinions of users and credibility of
user are captured usingBayesian networkmodel. Effective collapsedGibbs sampling
technique is proposed for solving inference problem for computing news truth and
credibility of user without any data which are labelled. Two datasets are used in
experimentation for demonstrating the effectiveness of the proposed technique while
comparing with unsupervised techniques.

Shu et al. [23] implemented a tri-relationship embedding method TriFN which
is used in the classification of fake news, where, interactions between user-news
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and relations between publisher-news are modelled simultaneously. Two real-world
dataset is used in experimentation and results of experimentation shows that pro-
posed method shown a better performance when compared with baseline methods
in detecting fake news.

Hu et al. [24] acquired every news node representation by proposing multi-depth
graph convolutional networks (M-GCNs) frameworkwhichutilizes graph embedding
and captured neighbours multi-scale information using multi-depth GCN blocks and
attention mechanism is used for combining them. LIAR is huge real-world public
fake news dataset which is used in this experimentation, and M-GCN exhibited a
better performance than recently implemented five techniques.

Table 1 gives a summary of all Inferences from Existing Work.

3 Inferences from Recent Work

Three major classes of techniques are available in existing techniques of detection
of fake news. They are content-based, context-based and propagation-based tech-
niques. In detection of fake news based on content-based techniques, linguistic (lex-
ical and syntactical) features play amajor role, and they are used for capturingwriting
styles and deceptive cues. Sufficiently sophisticated fake news are used for defining
content-based technique, which is a major drawback of it and these news appear as
fake immediately. There will be a language dependency of linguistic features, which
makes the limitations of this technique. User demographics are included in social
context features (such as age, gender, education and political affiliation, social net-
work structure and user reactions (e.g. posts accompanying a news item or likes)).
Most effective results can be obtained using propagation-based techniques. These
methods study about the news proliferation process. It has been contended that the
phony news scattering process is much the same as irresistible ailment spread and
can be comprehended with organized scourges models. There is considerable obser-
vational proof that phony news proliferates uniquely in contrast to genuine news
framing spreading designs that might be misused for programmed counterfeit news
identification. By goodness of being content-rationalist, proliferation-based high-
lights are likely sums up across various dialects, districts and topographies, rather
than content-based highlights that must be grown independently for every language.
Deep learning has more complex procedures to compute features and to get accurate
results so it needs some modifications to give reduced time complexity.

4 Solution

Informations rapid spread, low cost, easy accessing of information are the major
advantages of social media. Nowadays, people are using this social media for search-
ing news rather than traditional sources of news like newspaper or television.Onother
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Table 1 Inferences from existing work

S. No. Authors
name

Method merits Demerits

1 Conroy
et al. [10]

Hybrid approach—
combines linguistic
cue and machine
learning

High accuracy Time consuming

2 Granik and
Mesyura
[11]

Naive Bayes
classifier

Improved results Cost expensive

3 Long et al.
[12]

LSTM model Provides valuable
information for
validating news
articles credibility

Need to use other
classifier

4 Buntain and
Golbeck
[13]

Predict accuracy
assessments methods

Outperform It does not using
both crowd sourced
and journalist
assessors to evaluate
the same data

5 Ruchansky
et al. [14]

CSI Achieves higher
accuracy

Time consuming

6 Pan et al.
[15]

B-TransE model Fake news can be
detected using
imprecise
knowledge graph

It does not use
style-based
approaches

7 Della et al.
[16]

ML Have over 0.80
F1-scores

It does not focusing
on cases harder to
classify

8 Shu et al.
[23]

Measuring users
trust level

Provides better
performance

Need to use other
methods for features
can be aggregated

9 Gupta et al.
[18]

Tensor factorization Outperforms Need to use Neural
Network based
methods for
modelling
echo-chambers

10 Helmstetter
and
Paulheim
[19]

Weakly supervised
approach

Yields very good
results

Time consuming

11 Zhang et al.
[20]

Deep diffusive
network model

Very effective Very expensive

12 Xu et al.
[21]

Inverse document
frequency (tf-idf)
and latent Dirichlet
allocation (LDA)
topic modelling

Provides better
results

Computational
complexity is very
high in this model

(continued)
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Table 1 (continued)

S. No. Authors
name

Method merits Demerits

13 Yang et al.
[22]

Collapsed Gibbs
sampling approach

Significantly
outperforms the
compared
unsupervised
methods

Requires
semi-supervised
learning for
enhancing
unsupervised model
performance

14 Shu et al.
[23]

Tri-relationship
embedding
framework TriFN

Achieve good
detection
performance

Time consuming
nature

15 Hu et al.
[24]

M-GCN Provides better
performance

Computational
complexity is very
high

side, it gives a chance of spreading fake news and make society as well as individuals
negative impact. To solve this issue, this reviewwork studied about somemethods for
further enhancement and will introduce a features optimization method for reducing
the time complexity of detection. And also will use some pre-processing for the input
data before sending it to detection phase to improve fake news detection classifica-
tion performance and improve accuracy. Recurrent neural network (RNN) may give
improved results performances than other deep learning approaches, so it could also
be used for detection of fake news.

4.1 Objectives

Major objective of this Survey is listed below

– To implement the detection of fake news framework that can predict social media
fake news articles regardless of noises present in news.

– To implement a computerized model for verifying extracted Twitter news and for
checking the same. For information accumulation, general answers are given by
them and demonstrate the recognition of fake news.

– To assure enhancement of accuracy metric and time complexity would be reduced
by using machine learning techniques to utilize progressively complex model.

– To implement a model for predicting fake and real news percentage with an input
of news events and utilizing reviews of twitter and classification algorithms.

– To ensure the right news for the users, features-based detection of fake news system
is introduced.

– To implement improved detection system by deploying recurrent neural network
(RNN).
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5 Observation

This assesses different classifiers results which are discussed in reviewwork. Experi-
ments were conducted using LIAR dataset. It is a huge dataset real-world public news
and most widely used in detection of fake news. There are 12,836 short statements
which are labelled and having an average token of 17.9 and for truthfulness ratings,
it has six fine-grained labels. They are true, mostly true, half-true, barely-true, false,
pants-fire. Three sets are formed by splitting this dataset.

Three sets are formed by splitting this dataset. They are testing set with 10 per-
centage of dataset, validation set with 10 percentage of dataset and training set with
80 percentage of dataset. There will be w proper balancing between label distribu-
tion. Dataset is having huge amount of profiles of speakers. Profile includes credit
history, topics, speech location, home state, job title, party affiliations and speaker.

In Fig. 1, fake news classification performance is shown in the figure in terms
of recall. The recall result of presented M-GCN technique is 87.5, which is greater
compared to the previous NBC and LSTM methods that produce only 85.5 and 86
accordingly.

In Fig. 2, Fake news classification performance is shown in the figure in terms of
recall. The recall result of presented M-GCN technique is 87.5.

In Fig. 3, overall performance comparison result of precision metric is shown
in Fig. 3 for fake news classification. The precision result of presented M-GCN
technique is 92, which is greater compared to the previous GPBT and TMEmethods
that produce only 86 and 87 accordingly.

Fig. 1 Performance
comparison of accuracy
among different detection
schemes
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Fig. 2 Performance
comparison of recall among
different detection schemes

Fig. 3 Performance
comparison of precision
among different detection
schemes

6 Conclusions

Before the emerging of internet, detection of fake news techniques was in use and
they are used for detecting misleading information. This review work studied about
the details of merits and demerits of various methods that are used for detecting
social media fake news. Recently content-based approaches and propagation-based
approaches are proposed for detecting fake news. For a specified news, precise sta-
tistical rating is not obtained in existing techniques due to their inefficiency in fake
news detection, and it is producing less variance because of its input and news cate-
gory restrictions. Finally, these reviews studied and concluded multi-depth graph
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convolutional networks (M-GCNs) that will be better and overcome the above-
mentioned issues for automating fake news detection for various news. And also
studied about how well this selected M-GCN is able to predict fake news in data
sources.
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Human Gait Classification Using Deep
Learning Approaches

Abhishek Tarun and Anup Nandy

Abstract Human gait is one of the useful biometric traits which determines human’s
identity by the manner of their walk in the video surveillance. It is considered as
behavioral biometric cues which depend on walking pattern of the people rather than
the look of the people. Various factors affect the performance of gait such as carrying
condition changes, clothing condition changes, and viewing angle variations. We
develop a model for gait classification using deep learning methods. Separate gait
databases are used in our experiment. The gait signatures are extracted from gait
energy image (GEI) using convolutional neural network (CNN). The classifiers we
used for classification of human gait are support vector machine (SVM), random
forest, and long short term memory (LSTM). These models are tested on standard
gait dataset CASIAA and our gait database is created usingMicrosoft Kinect device.
The experimental results are very promising on both the datasets.

1 Introduction

Various image-based biometrics are available for person identification on which the
more popular biometrics are fingerprints, face, iris, or gait. But it is found that iris
and fingerprint biometric produce better performance as compared to the face and
gait biometric. The biometrics like fingerprints, face, or iris require a cooperative
subject, views from fixed aspects, and physical contact or proximity. For individual
recognition who is non-cooperating from distance in the real world under different
environmental conditions, this method is useful. The condition like clothing, shoes,
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or environmental context degrade the performance of gait recognition. It is also
affected by the physical injury which can change the walking pattern of the person.
The gait recognitionmethod can be categorized into two categories, i.e., model-based
and model-free. The model-based [1–3] approaches extract the stride parameters of
the subject that describes the gait of the human body. Images with high-resolution
property are used by model-based methods and this makes it computationally expen-
sive. Also, it is difficult to estimate. Model-free based methods consider the action
or process of moving of the human body and it extracts the features of the gait from
silhouette images. Subject detection, extraction of the silhouette, and classification
are basic ideas behind the model-free approach. Our proposed work is also based
on model-free based approaches. Silhouettes extraction is the primary step of the
gait recognition algorithm. The dynamic physical appearance of a human is being
considered by gait rather than the static physical appearance of a human, and due
to this property, it is also called behavioral biometric. Gait only considers the walk-
ing pattern of the people rather than the look of the people. So most of the parts of
physical appearance features are removed from the image during silhouette extrac-
tion. There is a challenge in gait identification to develop a better technique which is
unvarying to many variate condition. This variate condition includes subject wearing
or carrying conditions. The changes in viewing angle also affect its performance.
The gait identification problem considers these varying conditions due to their fre-
quent occurrence and also affects the performance of gait identification. Gait energy
image (GEI) is chosen for effective gait recognition performance. It is a spatiotem-
poral gait representation and it is formed over the silhouettes [4] sequences. GEI
contains information about body patterns and walking patterns of the humans and
also it is expressed as a single image. It can give good competitive results as com-
pared to alternative representations and also less sensitive to noise. The advantages
of person identification using gait with GEI and CNN are discussed in this paper.
We extract multiscale features of GEI with the help of CNN. We used pretrained
CNN model, i.e., VGG16 which can do feature extraction with the help of filters. It
can extract important features from any image. Our experiments provide confirma-
tion that feature extraction done by the VGG network(deep CNN) are relevant for
person identification. We applied three classifiers, i.e., SVM, LSTM, and Random
Forest on the extracted features and the significant classification accuracy is achieved
using these classifiers which demonstrates the relevancy of our method. The paper is
divided into different sections and is as follows. Section 2 discusses about state-of-art
work on gait recognition. Section 3 focuses on the proposed methodology for gait
recognition using deep neural network. Section 4 addresses the result and analysis
of the experiment. The conclusion and future direction of these work is presented in
Sect. 5.
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2 Related Work

For the effectiveworking of any algorithm, the selection of data representation is very
important. Liu and Sarkar [5] introduced a new metric for the representation of the
sequence, i.e., an average of the silhouette. Han and Bhanu [4] proposed GEI which
is equal to the mean of the silhouette images over one gait cycle. GEI is very simple
and effective to use. Bashir et al. [6] introduced another gait representation template,
i.e., Gait Entropy Image. Gait Entropy Image calculates the entropy of the silhouette
images which represent one complete gait cycle. To solve the problem of changes in
carrying and clothing conditionGait using Pal and Pal Entropy (GPPE)was proposed
by Bashir et al. [7] as a strong gait representation. The performance evaluation of
different gait representations using a large gait dataset by Iwama et al. [8] concluded
that GEI works well in person identification. For reductions in dimensions, Principal
ComponentAnalysis (PCA) [9]waswidely used in gait recognition. For the reduction
of the dimensions in gait recognition, Linear Discriminant Analysis (LDA) [10] was
also used. The projection of the representation was also done by LDA into space with
a lower dimension with a separate class. PCA was used by Liang Wang et al. [11]
for dimensionality reduction of the input feature and then feature extraction of gait
was done. Han Bhanu [4] used both PCA and LDA for the feature extraction of
the GEIs. PCA and LDA cannot take advantage of two-dimensional data were their
drawbacks. Therefore, two-dimensional data is converted into one-dimensional data
but this always not provides better recognition performance and sometimes may
also result in poor recognition performance. One of the most advanced machine
learning techniques is a deep convolutional neural network (CNN) because it can
approximate non-linear functions. Alotaibi et al. [12] developed a specialized deep
CNN architecture for person identification using gait and their architecture works
better with common variations and occlusions.

3 Proposed Methodology

The proposed gait recognition method is discussed with the following diagram illus-
trated in Fig. 1.

3.1 Data Acquistion

For data acquisition, Microsoft Kinect v2.0 sensor is used which is placed at a
distance of 3m from the treadmill and the subject. We record Color Depth video at
two different speed, i.e., 3 and 5km/h and for this, and we used a system of 8 GB
RAM and Intel i5 Core processor with Windows Operating System. In Kinect, there
is no utility software to record depth video in any commonly readable formats so
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Fig. 1 Proposed approach

a screen recorder is used. All the videos are broken into frames. Figure 2 shows
the experimental setup that we used for data acquisition in our lab. We also used a
standard dataset for our research, i.e., CASIA A dataset [13]. The CASIA A dataset
consists of a total of 20 subjects. Every subject consists of 12 image sequences, i.e.,
all the three directions 45◦, 90◦, and parallel) have four sequences. Each sequence
length range varies from 37 to 127. A total of 19139 images are in this database.
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Fig. 2 Experimental setup at our machine intelligence and biomotion research lab

3.2 Foreground Extraction

Firstly, we detect the person, i.e., our region of interest. This region of interest works
as masks and indicates the regions of the image for both color and depth, which is
generally a human object populates. The process of the region of interest extraction
and Color Depth Image processing are done by detection and tracking of humans
with the help of Kinect camera. It has three different color streams, which is in R,
G, B (Red, Green, Blue). Color depth image assigns different colors and it depends
on the distance of the subject from the camera. In our case, the subject is placed at
a distance of 3m, its color will lie in a specific range (yellow to green). So with the
help of thresholding and binary masks, we can obtain the human as required.

The above procedure results in getting the area of the floor between the human
on the treadmill. Also, the Kinect camera captures the area apart from the required
object. So with the help of thresholding and binary masks, we can obtain the human
as required. All work is done using HSV (Hue, Saturation, Value) format to ease the
task of thresholding. We only focus on the human subject whose gait features are to
be taken for research work and the human is specifically extracted. For this, we made
some assumption that if the subject is standing with his back upright, the distance
from the feet to the head will be the longest patch of pixels with almost the same



190 A. Tarun and A. Nandy

Fig. 3 Foreground
extraction of the subject

depth (<30% variation in HSV). A semi-bounding box is fitted around the human
subject to be able to quickly extract it. After background subtraction, the foreground
image of the subject is shown in Fig. 3.

3.3 Gait Energy Image

The mean of the walking silhouette images is known as gait energy image, i.e.,
the summation of images of the walking silhouettes divided by the total number
of the images. It cuts down the amount of gait period to a huge amount. Periodic
sequences, phase transformation, and frequency information of the original image
are also retained. The silhouette image was shown in Fig. 4 for CASIA A dataset
and these images are of one complete gait cycle, GEI image of the gait cycle images
are rightmost one and similarly Fig. 5 for our dataset. Bt (x, y) is the preprocessed
binary gait silhouette images at time t in a sequence is represented by Eq. (1), GEI
is computed by
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Fig. 4 GEI is mean of gait silhouettes over one gait cycle for CASIA A dataset

Fig. 5 GEI is mean of gait silhouettes over one gait cycle for our dataset

G(x, y) = 1/N
N∑

t=1

Bt (x, y) (1)

In Eq.1., the total length of the complete gait cycle is given by N, the image sequence
is denoted by t, pixel coordinates of the images is denoted by (x,y).

3.4 Feature Extraction Using CNN

CNN was applied to GEI images for the multiscale features of the images. CNN can
find out the significant features of the image by its multiple layers of neurons. CNN
consists of the layers, i.e., convolutional, pooling, and fully connected (FC) layers.
Initially, the raw image is given as an input to CNN and then the input for the next
layer is the previous layer output. The convolution layer filter size has been decided
in advance. The number of filters for the layer is equal to the output depth. The size
of the stride is the amount each filter slides over the input at the time of convolutional
operations. The reason behind this in local area image data tends to have a higher
correlation rather than in a global area. The outstanding features of the receptive field
were obtained by the convolution computation and it is the part of the input on which
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Fig. 6 VGG16 convolutional neural network model

filter is applied [14]. The output of the convolution layer can be treated as a feature
that is extracted from each point of the input image known as the feature map [15].
The features of each point of the image is extracted from the convolutional layer, then
the pooling layer combines the identical features. Then the network performance is
constant to image distortion and its movement [14]. Dimensional reductions of the
feature map are one of the characteristics of the pooling layer. The unit area of the
feature map represents the input image region and its size was increased than before,
and a new feature map that has a lower dimension that can show the features of
the integrated input image was obtained by giving this feature map inputs to the
next convolutional layer. The number of global feature extraction was increased as
the action moves in a downward direction. The feature map used by our proposed
method moves through every pretrained CNN layer as a feature for cross-domain
image fetching. For classification of object, a CNN was trained with the ImageNet
dataset which is a large image dataset [16] and also it works well for fetching of
image of other datasets [17]. The training of CNN was done for classification that
depends on a different dataset. The key feature extraction was done by the filters of
the pretrained CNN. Our proposed methods used VGG16 network (Fig. 6) which is
also a type of CNN. In this network, max pooling layers and multiple convolutional
layers were repeated five times. At the end of the network, this network also contains
three FC layers. FC layer’s features do not have positional information. This is the
reason that we do not use FC layer result as a feature. It is a 16 layer model which
takes images of (224*224*3) size as input. It used only (3*3) convolutional layer and
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(2*2) max-pooling layer throughout the network. We left the fully connected layers
and took the output of the softmax layer just before the fully connected layers. So
our output is (7*7*512) for each GEI image. That means we have a total of 25088
features for each GEI image.

3.5 Gait Recognition Using SVM (Support Vector Machine)

For the classification of the GEI test image, our proposed method used the SVM. For
distinct classification of the data points in N-dimensional space (N –> the number of
features), a hyperplane was found. On this particular objective, SVM works. There
are many possible hyperplanes that are present. But we choose the hyperplane which
has a maximum margin. Here maximum margin represents the maximum distance
between data points of both classes.

3.6 Gait Recognition Using Random Forest

Random forest consists of a huge number of decision trees which can be seen as an
ensemble. The prediction of the class was given by every tree and the class with the
highest vote is our model’s prediction. The model also gives predictions of ensemble
which are not related and this makes them more efficient than any of the single
predictions. The trees defend each other from their fault is the reason behind this
effect but their fault is consistently not in the same direction. Most of the trees will
be correct while few of the trees may be not correct but the group of the trees always
moves in the right direction.

3.7 Gait Recognition Using LSTM (Long Short Term
Memory)

The recurrent neural network has a type of network called the LSTM network that
learns the dependency of order in the prediction of sequence problems. They regulate
the information flow by learning which data in sequence to keep and which to leave
with the help of gates. In this way, it can pass relevant information down the long
chain of sequences to make predictions. Throughout the processing sequence, the
cell state carries relevant information. Short-term memory effect would be lowered
because the information from the earlier time steps can be transferred to later time
steps. According to the relevancy of the information, it might be added or removed
when the cell moves downward. This decision of relevancy of information was done
by the gate during training which information is to be kept or forgotten.
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4 Result Analysis and Discussion

The effectiveness of the proposed feature selection algorithms was evaluated on our
dataset and the CASIA A Gait database [13].

The CASIA A dataset consists of a total of 20 subjects. Every subject consists
of 12 image sequences, i.e., all the three directions (45◦, 90◦, and parallel) have
four sequences. Each sequence length range varies from 37 to 127. A total of 19139
images are in this database with each image having height of 240 pixels and width
of 352 pixels and we used all the images for our experiment. Therefore, we have a
total of 240 GEI images. After applying VGG16 on all the 240 GEI images we got
240*25088 features. Similarly, we had also our dataset of 11 persons at two different
speeds, i.e., 3 and 5km/hr. We have 500 images for each person at each speed, so we
have a total of 11000 images for our dataset and each image having height of 444
pixels and width of 180 pixels. After that we found GEI images for each person on
both speeds. So we have a total of 22 GEI images. We do augmentation of each GEI
image into 12 GEI images. So we have a total of 22*12 = 264 GEI images. After
applying VGG16 on GEI images we got 264*25088 features. experiments which
were performed by using GEI which is the real feature.

Table 1 Performance analysis metrics of SVM classifier on CASIA A dataset

Class label Precision Recall f1-score

1.0 1.00 1.00 1.00

2.0 1.00 1.00 1.00

3.0 0.50 1.00 0.67

4.0 1.00 1.00 1.00

5.0 1.00 1.00 1.00

6.0 1.00 0.88 0.93

7.0 1.00 0.67 0.80

8.0 0.60 1.00 0.75

9.0 1.00 1.00 1.00

10.0 1.00 1.00 1.00

11.0 1.00 1.00 1.00

12.0 1.00 0.80 0.89

13.0 1.00 1.00 1.00

14.0 0.00 0.00 0.00

15.0 1.00 0.86 0.92

16.0 1.00 1.00 1.00

17.0 0.75 1.00 0.86

18.0 0.83 0.83 0.83

19.0 1.00 1.00 1.00

20.0 1.00 1.00 1.00
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Table 2 Performance analysis metrics of LSTM classifier on CASIA A dataset

Class label Precision Recall f1-score

1.0 1.00 1.00 1.00

2.0 1.00 1.00 1.00

3.0 1.00 1.00 1.00

4.0 1.00 1.00 1.00

5.0 1.00 0.50 0.67

6.0 1.00 1.00 1.00

7.0 1.00 1.00 1.00

8.0 1.00 1.00 1.00

9.0 1.00 1.00 1.00

10.0 1.00 1.00 1.00

11.0 1.00 0.86 0.92

12.0 0.64 1.00 0.78

13.0 1.00 1.00 1.00

14.0 1.00 1.00 1.00

15.0 1.00 1.00 1.00

16.0 1.00 1.00 1.00

17.0 1.00 0.67 0.80

18.0 1.00 0.67 0.80

19.0 0.88 1.00 0.93

20.0 1.00 1.00 1.00

CNN was used for feature extraction and it produces multiscale features that are
important to perform the recognition. Here we had taken all the features extracted
from CNN. We have not used any feature selection or feature reduction technique
such as PCA or LDA because it may lead to the removal of some features which
are important for gait recognition. Also without using any of these feature selection
or feature reduction techniques, we are getting better results. The performance of
our experiment shows that this CNN-based architecture improves the performance
of person identification using gait. This CNN-based architecture helps find more
features of the GEI which is good for recognition performance. We compare the
recognition performance of CASIA A dataset and our dataset with SVM, LSTM,
and Random Forest classifier.

The Table 1 shows the classification metrics of SVM classifier, Table 2 shows
the classification metrics of LSTM classifier, and Table 3 shows the classification
metrics of Random Forest classifier on CASIA A dataset. The Table 4 shows the
classification metrics of SVM classifier, Table 5 shows the classification metrics of
LSTM classifier, and Table 6 shows the classification metrics of Random Forest
classifier on our dataset. The comparative analysis of Table 7 shows the comparison
of the accuracy of our proposed model on CASIAA and our dataset. It shows that the
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Table 3 Performance analysis metrics of random forest classifier on CASIA A dataset

Class label Precision Recall f1-score

1.0 1.00 1.00 1.00

2.0 1.00 1.00 1.00

3.0 0.80 1.00 0.89

4.0 1.00 0.50 0.67

5.0 0.75 1.00 0.86

6.0 1.00 1.00 1.00

7.0 1.00 1.00 1.00

8.0 1.00 1.00 1.00

9.0 1.00 1.00 1.00

10.0 1.00 1.00 1.00

11.0 1.00 1.00 1.00

12.0 1.00 1.00 1.00

13.0 1.00 1.00 1.00

14.0 1.00 1.00 1.00

15.0 1.00 1.00 1.00

16.0 1.00 1.00 1.00

17.0 1.00 1.00 1.00

18.0 1.00 1.00 1.00

19.0 1.00 1.00 1.00

20.0 1.00 1.00 1.00

Table 4 Performance analysis metrics of SVM classifier on our dataset

Class label Precision Recall f1-score

1.0 1.00 1.00 1.00

2.0 1.00 1.00 1.00

3.0 1.00 0.75 0.86

4.0 0.75 1.00 0.86

5.0 1.00 1.00 1.00

6.0 0.89 0.89 0.89

7.0 1.00 0.94 0.97

8.0 0.88 1.00 0.93

9.0 1.00 1.00 1.00

10.0 0.88 1.00 0.89

11.0 1.00 0.83 0.91
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Table 5 Performance analysis metrics of LSTM classifier on our dataset

Class label Precision Recall f1-score

1.0 1.0 1.0 1.0

2.0 1.0 1.0 1.0

3.0 0.80 1.0 0.89

4.0 1.0 0.91 0.95

5.0 0.90 1.00 0.95

6.0 1.00 0.83 0.91

7.0 1.00 0.89 0.94

8.0 1.0 1.0 1.0

9.0 1.0 1.0 1.0

10.0 1.00 0.75 0.86

11.0 0.82 1.00 0.90

Table 6 Performance analysis metrics of random forest classifier on our dataset

Class label Precision Recall f1-score

1.0 1.00 1.00 1.00

2.0 1.00 1.00 1.00

3.0 0.88 1.00 0.93

4.0 1.00 0.88 0.93

5.0 1.00 1.00 1.00

6.0 1.00 1.00 1.00

7.0 1.00 1.00 1.00

8.0 1.00 1.00 1.00

9.0 1.00 1.00 1.00

10.0 1.00 1.00 1.00

11.0 1.00 1.00 1.00

Table 7 Comparative analysis of our model on CASIA A and our dataset

Classifier CASIA A Our dataset

SVM 91.54 93.58

LSTM 93.05 94.93

Random forest 97.18 98.71

performance of the proposedmodel on our dataset in comparison to CASIAAdataset
is better. Random Forest classifier gives the best result out of all the three classifiers.
The performance of LSTM is also good, and its performance might increase if we
have a larger dataset. Here we do not have a large dataset of GEI in both CASIA A
and in our dataset. We have 240 GEI from CASIA A dataset and 264 GEI from our
dataset (Table8).
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Table 8 Comparison with other method

Methods Accuracy (%)

DeepCNN [18] 97.58

Proposed approach (Random forest) 98.71

5 Conclusion and Future Work

The method of person identification using gait with the help of GEI and CNN pro-
posed in this paper has advantages, i.e., with the help of CNN we extract the mul-
tiscale features of GEI. We used the pretrained CNN, i.e., VGG16 which can do
feature extraction with the help of filters. It can extract important features from
any image. Our experiments give confirmation that feature extraction done by deep
neural network (the VGG network) is relevant for person identification. We used
three classifiers, i.e., SVM, LSTM, and Random Forest and on these three classi-
fiers we got high accuracy, and this shows the relevancy of our method. The future
work includes exploring specific types of gait features (spatio-temporal, Kinematic,
etc.) and applies different machine learning algorithms. The number of subjects in
the experimental analysis was increased and it is also effective for gait recognition
performance.
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Generating Parking Area Patterns
from Vehicle Positions in an Aerial Image
Using Mask R-CNN

Manas Jyoti Das, Abhijit Boruah, Jyotirmoy Malakar, and Priyam Bora

Abstract Identification of visual patterns in cluster of similar objects in an aerial
scene is a challenge for drone surveillance. Similar objects may form different pat-
terns representing non-identical meanings in a scene. For example, a group of cars
in a scene may form either traffic or a parking area, subjected to their position and
arrangements. In this work, we proposed an approach to this issue by distinguishing
between a parking area and any other arrangement of cars by generating a grouping
pattern. Initial object detection in the aerial images is carried out by Mask-RCNN
and then an algorithm is developed to form the arrangement pattern of the vehicles.
A comparative analysis between parking spaces and non-parking spaces is provided
in this work and distinct variations were reported between the generated patterns.
The pattern generated showed formation of distinct geometric shapes in case of cars
in a parking plot whereas cars in a traffic or non-parked condition displayed uneven
shapes where many edges intersected at various points. However, the pattern gener-
ated will depend on the elevation of the camera from which the scene is captured and
the ability of the object detection algorithm to detect cars. This approach can be used
for understanding parking area organization, traffic managements, and direct cluster
identification using deep learning methods for aerial surveillance applications in the
near future.

Keywords Aerial image · Parking pattern · Mask RCNN

1 Introduction

Pattern generation and its usage through computer vision have a significant role in
modern robotic applications. Tasks such as facial expression [5] and gesture recog-
nition [9] have witnessed the development of various pattern recognition methods.
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Fig. 1 a Image of cars in traffic. b Image of cars in parking area

Many of these methods have also been used at different platforms to solve issues
in real time which would otherwise be considered both labor intensive and time
consuming. For example, threat detection in public places such as airports and rail-
way stations using visual detection methods implement pattern analysis at a deeper
level [12].

Visual patterns from a cluster of similar objects can be used to determine the
co-relation between them. But this task becomes quite challenging when the objects
are arranged in different order in various scenes. For example, it is highly unlikely
that cars in two parking spaces will be arranged in the same order. But it is usually
obvious that cars in parking spaces are arranged in a fixed order when compared to
random arrangement of cars on the road. This paper describes a pattern generation
method from the position of cars in different background scenes.

In this work, we have used the VisDrone 2019 dataset [15] which consists of aerial
images collected from a drone on various landscapes. In scope of this work, we have
considered only the images containing cars from two different backgrounds that are
parked and non-parked as shown in Fig. 1. Here we have trained the model to obtain
the bounding boxes on the intended object of interest and for that purpose we have
employed Mask R-CNN [8] which is an object detection algorithm. It is a Faster R-
CNN algorithm with an addition of a mask branch to generate the masks. The Faster
R-CNN part of the algorithm perform objection and generate the bounding boxes
whereas the mask branch generate masks over the detected objects. The coordinates
of the bounding boxes are then extracted and used for calculating the centroids. This
centroid calculation is achieved for each and every detected car. Unique patterns
are generated by connecting the centroids. Pattern generation is done by calculating
the Euclidean distance between the centroids and then connecting only those pair of
centroids where the distance is lowest between the candidates of the pairs.

This paper is organized as follows. The previous works in line to the objective is
discussed in Sect. 2. Details of the methodology along with the algorithm to generate
pattern is discussed in Sect. 3. Results are elaborated in Sect. 4 and future direction
of the work is discussed in Sect. 5.
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2 Related Works

Substantial works have been carried out till date in relevance to identification of
patterns in aerial scenes. Authors in [2] provided a framework for learning patterns
of motion and sizes of objects in static camera surveillance. The proposed framework
provides a means of performing higher level analysis to augment the traditional
surveillance pipeline.

Ohn-Bar et al. [10] explored efficient means in dealing with intra-category diver-
sity in object detection. Strategies for occlusion and orientation handling are explored
by learning an ensemble of detection models from visual and geometrical clusters of
object instances. The paper studies the role of learning appearance patterns of vehi-
cles for detection and orientation estimation. Authors in [4] proposed a novel object
detection algorithm based on shape matching using a single sketch of an object. The
paper presented a practical circular arc extraction algorithm that uses the edge detec-
tion result of the image. Broken and damaged object boundaries are successfully
reconstructed by the bottom-up processing of circular arc extension, which can be
executed without the prior knowledge of the object. Authors in [13] have tried to
present past and current research work in computer vision, pattern recognition, and
image processing applied to LV modeling and analysis where he has tried to cover
almost all cardiac imaging modalities, such as X-ray, CT, MR, PET, and SPECT.
Their work concluded that learning techniques like neural nets and training are the
future of global shape extraction for accurate boundary estimation.

These various approaches of identification of patterns provided solutions to the
problem of parking space recognition. Wu [14] proposed a method to detect parking
space where they first pre-processes the image and convert it into patches of 3 spaces
and then applied multi Support Vector Machine with probabilistic output in order
to recognize the patches and find their relationship with their surrounding patches.
There may arise conflicts between two neighboring patches, so Markov Random
Field (MRF) is used in order to improve the recognition.

One of themajor issues is to detect parking occupancy in real time. Amato [1] used
a CNN classifier which runs on a camera. The advantages of this approach are that the
classifier works well irrespective of the different viewpoint of the test images. They
created a dataset CNRPark which contains images of several real parking lot which
were taken by cameras. Cazamias [3] explored two approached for classification
of parking space: a binary classifier which labels an individual as parking space as
empty or not and amultinomial classifierwhich returns the number of empty space for
parking fromagiven image.Themultinomial classifier shows lower accuracy in terms
of correct prediction than the binary classifier. The binary classifier shows an overall
accuracy up to 99%. Another work in [6] tries to make a comparison between classic
supervised learning method and semi-supervised learning method which exploits
the problem of empty versus non-empty parking plots from an image. Their results
shows that supervised method outperformed the semi-supervised method.
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Taking all the previous works into consideration, we proposed a simple algorithm
for generating the vehicle arrangement patterns without utilizing deep learning mod-
ules, in order to reduce time and space complexity.

3 Methodology

3.1 Object Detection

For generating parking area patterns, the initial task is to detect cars in scene. For this,
we used Mask RCNN on keras framework with tensorflow at the backend. Imple-
mentation is done on the Google c© Colaboratory notebook with GPU configuration.
The images are trained using single GPU which is a NVIDIA c© tesla k80, and VGG
image annotator [7] was used for the purpose of annotation.

Since the time required for training deep learning models is usually too high, we
have employed transfer learning for better training and also to reduce the time for
training. Initially, images are first fed into a block of convolutional neural network
which is also the backbone network. The backbone network starts generating feature
maps at various levels. The level of features increases as the image passes through
different layers of the backbone network. The final result of the backbone network
is a 2-D matrix. The 2-D matrix is then used by the region proposal network or RPN
layer which scans the image and generate anchors depending on the position of the
object in the image. These anchors signify the possible regions in the image that may
hold an object.

The region of interest or ROI proposed by theRPN layer is then fed into a classifier
which is a much denser network of fully connected layers. The classifier compares
the region of interest proposed by the RPN layer with the feature maps generated
by the backbone network. This allows the layer to classify the ROI to the specific
classes and draw positive anchors around the detected objects.

After successful detection of the objects, masks are generated around the detected
objects. The mask branch is a collection of CNN that considers the positive regions
taken by ROI classifier and generates a binary mask around them as shown in Fig. 2.

3.2 Pattern Generation

The identified objects with bounding boxes are obtained after successful implemen-
tation of the object detection phase. The coordinates of the bounding boxes are
extracted, and centroids for every bounding box are calculated, as shown in Fig. 3.

Then, distance between every centroid is calculated using Euclidean distance
formula and the shortest distance for every centroid is considered, according to Eq.1.
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Fig. 2 a Image of detected cars in a parking plot. b Image of detected cars in traffic

Fig. 3 Image representation for centroid calculation

d =
√
(x2 − x1)2 + (y2 − y1)2 (1)

where (x1, y1) is coordinate for centroidC1 and (x2, y2) is coordinate for centroidC2.
Following that centroids are sorted based on their closeness with one another

using the traditional bubble sort algorithm. They are stored in a structure such that one
centroid always forms a closest pair with its next neighbor. This ordered arrangement
of centroids is then used for generating edges between every pair such that at the end
we are left with pattern of the connections between the centroids. Flowchart of this
complete process is depicted in Fig. 4.

4 Results

The pattern generation algorithm produces patterns with distinct visual differences
in case of parked cars (Fig. 5a) and cars on the road (Fig. 5b) or other non-parking
areas (Fig. 5c). In case of parked cars, the patterns form a specific geometric shape
as seen in Fig. 6a, because the cars are arranged in a certain order according to the
parking regulations. On the other hand, in a normal traffic or a non-parking area,
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Fig. 4 Flowchart of the
algorithm used for distance
calculation

START

Read from centroid
matrix

        Creating empty arrays:-

 CO_X , CO_Y , X_UPDATE , 
Y_UPDATE , DISTANCE 

X_DUMMY=X_CENTROID

Y_DUMMY=Y_CENTROID

X_UPDATE[0]=X_CENTROID[0]

Y_UPDATE[0]=Y_CENTROID[0]

N=size of the 
centroid matrix

for J in 
range 0 to N

FALSE

FALSE

FALSEFALSE

END

TRUE

TRUE

TRUE

TRUE

ARRAY CO_X is cleared

ARRAY CO_Y is cleared

I in range 0
to N-J-1

DISTANCE[I]=SQRT((X_UPDATE[J]-
X_DUMMY[I])^2 + (Y_UPDATE[J]-
Y_DUMMY[I])^2) 

CO_X[I]=X_DUMMY[I]
CO_Y[I]=Y_DUMMY[I]

K=size of DISTANCE

I in range 
of K

J in range 0
to K-I-1

X_UPDATE[J+1]=CO_X[0]

Y_UPDATE[J+1]=CO_Y[0]
if 

DISTANCE[J]>DISTANCE[J+1]

Remove element in
X_DUMMY which is 

equal to X[J+1] SWAP DISTANCE[J] AND
DISTANCE[J+1]

SWAP CO_X[J] AND CO_X[J+1]

SWAP CO_Y[J] AND CO_Y[J+1]
Remove element in  

Y_DUMMY which is 
equal to Y[J+1]

Distance array is cleared



Generating Parking Area Patterns from Vehicle Positions … 207

Fig. 5 a Pattern generated for parking area. b Pattern generated for on-road traffic. c Pattern
generated for non-parking area

the patterns do not form any definite geometric shape (Fig. 6b, c), but will usually
be any irregular polygon or any non-geometric shape, based on the number of cars
detected.

As parking areas of different countries and cities follow different rules and reg-
ulations, generation of such patterns on a larger scale and their analysis can help in
a better understanding of the features involved in aerial detection of parking areas.
Moreover, these patterns generated over the same parking space at different period
and at different parking conditions can be used to determine the amount of vacant
spaces available at a given instant of time by identifying the missing centroids in
edges and longer edges in a pattern. As seen in Fig. 6a, two edges with compar-
atively longer dimensions than the other edge reflects that there is parking space
available on the edges of the captured image.

Moreover, we also witnessed the patterns formed by cars in traffic under different
levels of congestion. These kinds of patterns can be used for studying the condition
of traffic in real time and can be helpful in tackling traffic jams which have became
a major issue globally. Study of these patterns also can help in deriving a statistical
analysis over the existing traffic network topology [11] and finding those sections
of the network which are responsible for lowering the performance of the overall
network.

Speaking about the performance, the objection detection algorithm gave a training
loss of about 0.21 whereas validation loss is about 0.39. However, better results can
be achieved by training over a larger dataset and on a better hardware configuration.
The pattern generation have an average complexity of O(n2).
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Fig. 6 a Extracted pattern of a parking area. b Extracted pattern of a on-road traffic. c Extracted
pattern of a non-parking area

5 Conclusion and Future Scope

This work presents a simple approach to extract patterns from aerial images after
objects are detected using Mask RCNN. The pattern generated from this technique
can be used in determining the nature of the background and its condition based
on how the objects are arranged in the scene. Any random variation in pattern when
compared to usual patterns generated from the scene can be looked as a change in the
condition of the background. For example, while analyzing the patterns obtained at
different condition of traffic if a sudden change in pattern is observed then it may be
an indication that an accident has occurred in the region. These patterns can be used
as an input to another convolutional neural network for scene recognition based on
background information, which is not included in this scope of work. This technique
of pattern generations can also be implemented in other fields of study for analyzing
the position of the object of interest. For example, in forestry, this pattern generation
technique can be employed to check and analyze the growth of vegetation over a
given period of time.
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Analysis of Inappropriate Usage
of Cryptographic Primitives in Indian
Mobile Financial Applications

Srinadh Swamy Majeti, Barnabas Janet, and N. P. Dhavale

Abstract Usage of cryptographic primitives while developing the Android applica-
tions must be employed in a precise way. But, developers are not doing this, yields
to devastating the breaches of data security. The authors identified that there are
24 cryptographic weaknesses and categorized them into 4 groups. This motivates
the authors to analyze the inappropriate usage of cryptographic primitives in Indian
mobile financial applications. For this, the authors selected a total of 36 applica-
tions belongs to 3 different categories, namely mobile banking, mobile wallet, and
e-commerce android applications and analyzed the weaknesses category-wise.

Keywords Mobile banking applications · Cryptographic primitives ·Weaknesses

1 Introduction

Cryptography is the field of algorithms, functions, mechanisms, techniques, and
procedures for providing privacy to protect our sensitive data. But advancements in
technology, hackers are successful to break the security and steal our data. A lot of
research is going on to improve the strength of security.
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Software development companies are recruiting developers, not cryptographers.
Developers are not cryptographers. Cryptographers are responsible to use the appro-
priate cryptographic API while developing the security-related products. In this
paper, the authors ask the developers/cryptographers that how efficiently they have
incorporated the cryptographic primitives in the products? Nadi et al. [1] noticed that
less than 50% of developers are only having cryptographic knowledge.

For instance, now all the banks had made a step ahead into the market to reach
the services to the customers in an easy way via mobile banking. Mobile banking
applications act as a vessel to store the sensitive information about the customers like
the name of the customer, password, etc. Not only in mobile banking applications
but also in mobile wallets, payment transaction based apps also belongs to this
category. It indicates that a huge amount of sensitive content will be there in the
apps. So, there is a need for providing security to the apps by using cryptographic
API. But, due to the oversight of developers in developing the app, the cryptographic
fundamentals are violated in developing the cryptographic primitives. Because most
of the developers focused on the functionality, not on the strength of the security.
Loopholes are forming due to this oversight and it leads a way to the hackers and
results in the security violation.

In this work, the authors analyzed the inappropriate usage of cryptographic prim-
itives in the Indian mobile applications containing money transactions. The authors
identified mainly three categories in these applications. First, applications related to
mobile banking. Second, applications related to mobile wallets. Third, e-commerce
applications.

Category 1: Mobile banking applications

Different kinds of mobile banking applications available in the market based on
the category of banks. Banks can be categorized as scheduled commercial banks
and non-scheduled banks. Most of the mobile banking applications can be used by
scheduled commercial banking applications. Within them, large public sector banks
and new-generation private sector banks got a maximum share of business in terms
of the number of users and number of transactions. It can also be said that these
large public sector banking applications, new-generation private sector banks have
the maximum deployment share in mobile banking app space.

Category 2: Mobile Wallets

A mobile wallet is a virtual wallet housed in an app on your mobile device which
stores payment card information in it. Mobile wallets are a convenient way for users
to make payment. Higher volumes of transactions are done in the retail market by
using these mobile wallets. Simply, mobile wallets are digitalized version of our
physical wallets. It can store personal identity cards like driving license number,
credit card details, etc. Mobile wallets will reduce the payment time and waiting
time too.
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Category 3: E-Commerce Applications

In addition tomobile banking andmobilewallet applications, the authors analyzed the
e-commerce applications. For example, one user wants to order the food through an
online app (e.g., Swiggy—Online food delivery app in India).Userwill pay the neces-
sary amount for food by using net banking/mobile wallets/other payment methods
like credit card/debit card, etc., in the Swiggy app itself. Many of the mobile applica-
tions with different categories like entertainment, lifestyle, education, photography,
business, sports, shopping, travel, medical, food and drink, etc., support financial
services.

Static and dynamic analysis techniques were used in this work for analyzing.
Static analysis is the process of analyzing the software artifacts to gain information
about source code, binaries and configuration files without executing, i.e., analyzing
the application “at rest.” Dynamic analysis is the process of executing the artifacts
at run time. It is the process of evaluating the application by using real-time data.
The authors selected 36 mobile applications for analyzing the flaws in cryptographic
primitives used in the above categories.

The remaining paper organized as, previous research work described in Sect. 2,
24 cryptographic inappropriate usages are listed in Sect. 3, methodology followed
and results obtained are shown in Sect. 4.

2 Related Work

In this section, the authors described the previous works of researchers for detecting
the flaws in cryptographic primitives.

Egele et al. [2] implemented a new system named as CryptoLint, analyzed the
static program analysis. This system analyzed the cryptographic misuses quickly by
disassembling the binary files. But, it works only on Dalvik bytecode, not on native
code.

Mitchell et al. [3] implemented a new enumeration tool named as Murphi for
detecting replay attacks, analyzing the cryptographic protocols.

Kruger et al. [4] implemented CrySL compiler. In this compiler, they defined the
cryptographic parameters and algorithms as rules. CrySL automatically detects if an
android app violating the CrySLencoded rules.

Das et al. [5] systematically compared the usage of cryptographic primitives in
different programming languages.

Shuai et al. [6] implemented a new tool for detecting cryptographic vulnerabilities.
But, it didn’t detect the vulnerabilities which were not defined in the API.

Lazar et al. [7] detected 269 vulnerabilities from CVE database. Out of these,
223 vulnerabilities are caused due to oversight of developers while developing the
product.
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3 Identification of Inappropriate Usage of Cryptographic
Primitives

In this section, the authors presented the inappropriate usage of cryptographic prim-
itives by developers while implementing in the android applications. Twenty-four
weaknesses were identified and divided into 4 categories shown in Fig. 1.

1. Weak Cryptography (WC)
2. Weak Implementations (WI)
3. Weak Keys (WK)
4. Weak cryptographic Parameters (WP)

3.1 Weak Cryptography (WC)

If cryptographic algorithms are implemented in an insecuremanner, thenweaknesses
will arise. Suppose, for example, MD4, SHA1 are used in the application, then it is
said to be weak algorithms because it can be easily broken. This will lead to WC1
weakness, i.e., weak cryptographic algorithm used. Inappropriate usages of Weak
Cryptography are explained briefly in Table 1.

Fig. 1 24 inappropriate usages found in cryptographic primitives
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Table 1 Brief explanation of weak cryptography (WC) misuses

Code Name of the weakness Explanation

WC1 Identification of weak cryptographic
algorithm or hash function

For example, MD5, SHA1, DES are used in
application, then it is a weakness

WC2 Identification of custom, cryptographic
algorithms

If cryptographic algorithm implemented by
own (not reviewed), then it maybe vulnerable
to attacks

WC3 Identification of cryptographic
algorithms in ECB mode

If algorithms were implemented in Electronic
Code Book (ECB) mode, then it is a weakness

WC4 Identification of PseudoRandom
Number Generator (PRNG)

If PRNG used for keys production, it is a
weakness

WC5 Identification of CBC combined with
PKCS5Padding

If PKCS5Padding used, then it is a weakness

WC6 Identification of any cryptographic
operation exists

If application not used any cryptographic
operation, then it is a weakness and impact
will be high

3.2 Weak Implementations (WI)

If cryptographic algorithms are implemented in a non-secured manner, it will result
weakness. For example, if developer modified the existing standard algorithm, then
it will lead to WI1 weakness, i.e., re-implementation of the standard algorithm.
Inappropriate usages of Weak Implementation are explained briefly in Table 2.

Table 2 Brief explanation of weak implementation (WI) misuses

Code Name of the weakness Explanation

WI1 Identification of any standard algorithm
was re-implemented

If any standard algorithm was
re-implemented, then WI1 weakness will
arise

WI2 Identification of PBE with no salt If Password Based Encryption (PBE) was
implemented without salt, then it may
vulnerable to brute-force attack

WI3 Identification of PBE with fewer than 1000
iterations

If PBE is implemented with fewer
iterations, it will also lead to brute-force
attack

WI4 Identification of static or reuse of PRNG
seed

PRNG seed will not be reused

WI5 Identification of not processing the internal
buffer’s after encryption or decryption

Internal buffers which were not processed
after encryption or decryption. If this
happens, then it is W15 weakness

WI6 Identification of RSA with a padding other
than OAEP

Combination of RSA with OAEP was
recommended. While, other combinations
were not recommended
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Table 3 Brief explanation of weak keys (WK) misuses

Code Name of the weakness Explanation

WK1 Identification of any short keys used If short keys are used in the implemented
algorithm then it is a weakness

WK2 Identification of any hard-coded encryption
keys

For encryption, hard-coded keys are not
allowed

WK3 Identification of static/constant encryption
keys

Don’t use static/constant keys for
encryption

WK4 Identification of hard-coded passwords for
PBE

If hard-coded passwords are used in PBE,
then it is a weakness

3.3 Weak Keys (WK)

If cryptographic keys are used improperly, then arisen weaknesses will come into
this category. Suppose, if keys used for encryption generated by hard-coding, then it
is WK2 weakness, i.e., identification of hard-coded encryption keys. Inappropriate
usages of Weak Keys are explained briefly in Table 3.

3.4 Weak Cryptographic Parameters (WP)

While implementing cryptographic primitives in the applications by the developers,
if they use weak parameters like cryptographic modes, constants, etc., then the raised
weakness will belong to this category. Inappropriate usages of Weak Cryptographic
Parameters were explained briefly in Table 4.

4 Methodology and Results

The authors have analyzed three categories ofmobile applicationswith a combination
of static and dynamic analysis. By using manual inspection and automated tools, the
authors performed the static and dynamic analysis and identified the cryptographic
primitives improperly. In the static analysis, java source files in apk file can be read
by using dex2jar, Jadx tools, and manifest file, resource files are converted into a
readable format by using apk tool. For better results, the authors performed dynamic
analysis by using Burpsuite and MobSF tools, flaws are identified by executing the
android applications. we presented the results after performing the static and dynamic
analysis. Total 36 android applications were analyzed (Category1:14, Category2:12,
Category3:10). Weaknesses found in each category are listed in Table 5.

After completion of this experiment, the authors observed that most of the appli-
cations have weaknesses in the first type. Most of the weaknesses belong to weak
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Table 4 Brief explanation of weak cryptographic parameters (WP) misuses

Code Name of the weakness Explanation

WP1 Identification of block ciphers with
Java’s default cryptographic mode

Using Java’s default cryptographic mode
was not recommended

WP2 Identification of CBC encryption mode
together with a non-random IV

Always use CBC encryption with
non-random IV. Other than this
combination, it can be treated as weakness

WP3 Identification of CTR encryption mode
together with a static counter value

CTR with static counter value is not a safe
approach

WP4 Identification of any hard-coded IVs If any hard-coded IVs are there, then it is a
weakness

WP5 Identification of constant IV If constant IV used in the implementation, it
is insecure

WP6 Identification of deriving TVs from keys
or messages

Deriving IVs from keys may be predictable.
So, it will lead to vulnerability

WP7 Identification of generating IVs from
cipher’s block size

Generating IVs by using random class is a
good practice

WP8 Identification of predictable PRNG seeds PRNG seeds must be in good strength so
that PRNG seeds cannot be predictable

Table 5 Results—weaknesses found in ethre categories of Applications

S. No. Category of weakness Category1 Apps Category2 Apps Category3 Apps

1 Weak cryptography 28 39 42

2 Weak implementations 18 21 23

3 Weak keys 7 11 15

4 Weak cryptographic parameters 12 17 15

cryptography (WC) (66.7%), 58.3% of applications are misusing the cryptographic
primitives related to weak implementations (WI). Similarly, WK weaknesses were
found in 33.3% of applications and WP weaknesses were found in 36.1% of appli-
cations. The authors represented the applications by using magic quadrant shown
in Fig. 2. Each category of applications was represented by using the classification
scheme and shown in Figs. 3, 4, and 5. Mobile banking applications are Category1
named as A1 to A14. Mobile wallet applications are Category2 applications and
named from B1 to B12. Similarly, e-commerce applications are category3 and named
from C1 to C10.
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Fig. 2 Applications classification by using magic quadrant

Fig. 3 Category1 (mobile banks) applications
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Fig. 4 Category2 (mobile
wallets) applications

Fig. 5 Category3
(E-commerce) applications
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5 Conclusion

The authors found that 24 inappropriate usageswere there in cryptographic primitives
and categorized then into 4 groups, namely weak cryptography, weak implementa-
tion, weak keys, andweak cryptographic parameters. The authors selected 36 android
applications which were 3 different categories of android applications like mobile
banks, mobile wallet, and e-commerce applications. The authors performed static
and dynamic analyses, and identified inappropriate usages in these 36 applications.
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A Nature-Inspired Solution to Managing
Activities in the Cloud with Equal Time
by Using Machine Learning Approach

S. Naga Lakshmi, Madhuri Paul, and S. Nagaprasad

Abstract Cloud computing is one of the strongest paradigms in computing. The
advancement of cloud storage infrastructure renders things complicated due to the
huge growth within the field. The load balancing from a virtual computer plays a
significant role in effective planning. The natural solution named “healthy bee feed”
(LB-HBF), a system for the automated load balancing of machinery, is suggested
here. The job and machine assignment method is the same time assignment in the
context of this LB-HBF. This strategy assigns virtual machines activities primarily
and reduces the relocation of work through virtual equipment. Load balancing is
considered one of the key mechanisms for the efficient distribution of cloud services.
The issue of load balancing would in future involve entirely autonomous distributed
networks. In this case, an Osmosis Load Balancing (OLB) technique has been
implemented. In order to program functions on Virtual Computers, OLB works
on an osmosis principle. The method is based on the Digital Hash Table (DHT)
chord overlay scheme. The overlay of chord is used to track the state of clouds
and organic workers. In a variety of heterogeneous and homogeneous clouds, the
proposed algorithms demonstrate better efficiency by simulation experiments.
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1 Introduction

Cloud computing is a network infrastructure,which provides rapid growth in commu-
nications technology, providing customers with different requirements with applica-
tions with the help of remote computer resources. Technology and facilities, tech-
nology production systems and testing experiments as tool [1, 2] are in storage. These
resource allocations are rendered by energy providers. The second was put under the
heading “Server Application Systems” (SaaS) and server Network as System (SaaS),
respectively, [3] although the first is classified under CloudData Infrastructure (Iaas).
Cloud storage is an on-demand cloud network that combines services with the pay-
as-go (PAYG) [4]. Any of the major players for this growth are Amazon, Microsoft,
Twitter, SAP, Oracle, VMware, IBM, and other big players [1, 2]. The vendors are
mainly professional IT firms. For the cloud storage platform, two different headings
are shown. The first is the provision of information defined by the form of oper-
ation of a conventional cloud provider. That explains why there is common usage
of three primary SaaS, PaaS, and IaaS [5, 6] types. The other is the scale, relation-
ship, management, and complexity of the cloud model and its visibility. The NIST
overview offers four cloud systems, proprietary, public, group, and hybrid clouds
[7]. Cloud Networking approved NIST definition.

One of the key issues of virtualization is configuration balancing. Configuration
control. There are big load management experiments being carried out, but cloud
infrastructure continues to be an important topic and various work initiatives are in
progress [2]. That is because the cloud architecture is generic and the issue is normal.
Traditional charge equilibrium algorithms can only be used with homogeneous and
committed capital, so cloud computing cannot work successfully [3]. The sophisti-
cation, nuances, and versatility are also common aspects of cloud infrastructure, but
cannot be extended specifically to cloud infrastructurewith traditional load balancing
algorithms.

Load balancing relates to how operations are fairly spread around the storage
infrastructure of data centers of order to improve theperformanceof cloud computing.
The primary function of load balancing that focus on the client or service provider,
and can be identified by the user, independent of someother network activity, attempts
to minimize the effect of its operation. The goal of the service company is to increase
the turnaround period and effectively allocate available funds. The question is cate-
gorized into four steps that reflect a practical solution to handling loads. (1) Load
calculation: an estimate of the load is required to evaluate the load disequilibrium
first. Calculation of workloads involves different activities to assess the operation for
the number balance. (2) Start-up load balance: if there is a discrepancy,when loads for
all the VMs are defined. And the costs for load imbalance over load harmony, along
with load equilibrium, are higher. (3) Task selection: tasks will be selected based
on the details provided to switch from one VM to another VM in these measures.
(4) Job Migration: job transfer will be begun after role collection from one VM to
another. The algorithm requires to be preserved in the above measures. In this article,
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we propose to use the algorithm of honey bee load balance [4] to classify automatic
machinery operations for federated clouds.

The problem of load imbalance is an unexpected occurrence on the CSP side,
undermining the capacity and reliability of machine services along with a promise
of service quality (QoS) under the negotiated Service Level Agreement (SLA). In
these conditions, load balancing (LB) is important, and researchers are particularly
interested in this subject. The load balancing is achievable at the physical system or
VM stage [2] in cloud computing.

A job requires the resources of a VM and as a number of tasks arrive at a VM, the
resources are drained, meaning that no new work requests are available. The VM is
said to have reached an overwhelmed state when such a situation arises. At this stage,
activities are either hungry or end in stalematewith no chance of accomplishing them.
As a consequence, tasks on other VM will move to another tool.

The method of moving workloads requires three simple steps: load balancing,
which tests the existing system load, resource selection, and another sufficient
resources and workload migration. Three systems generally known as the load
handling systems, the acquisition of services and the transfer of activities are used
for these operations.

2 Literature Survey

Cloud computing is recognized as one of the latest technologies in the area of cloud
computing and is developed for enterprise rather than university use. This cloud
infrastructure offers virtualized, centralized, and scalable tools as end-user applica-
tions. For fact, it has a big advantage to fully support computation as a business. The
cloud helps consumers to access the computational resources of providers by leasing
policies. These operations are performed in a virtualized environment with the poten-
tial to deliver resources to hundreds of thousands of computers. Throughout the cloud
world, manually assigning resources is not feasible, so we focus on the virtualization
principle. Cloud infrastructure provides an innovative option for equipment mainte-
nance, certified applications, and employee preparation. Cloud computing is entirely
Internet based, millions ofmachines are Internet linked to theweb. Online computing
delivers servers, bandwidth, applications, network, and even other resources.

The definition of virtualization flexibly applies the cloud services to the clients.
Virtualization is the principle behind cloud storage. In order to optimize the power,
virtualization combines massive computational power. Foster et al. (2008) proposed
that cloud computing consists of four layers.

• System layer
• Centralized infrastructure layer
• Base layer
• Structure layer.
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Framework layer comprises computing resources, device resources, and network
resources. The single property layer comprises the virtualization technique’s repre-
sentation of hardware. The application layer controls the midware framework for
end users. The server layer contains the user interface on the cloud floor.

2.1 Survey on Load Balancing of Tasks in Cloud Computing

Load management is one of the key issues in conjunction with virtualization. Key
studies in the field of load balancing, but cloud infrastructure is also an important
topic and various work initiatives are ongoing. That is because cloud infrastructure
is common and that the problem itself is distinctive.

The classic algorithms of load balancing can only be used with standard,
committed services, so the cloud infrastructure cannot work correctly. There are
other different aspects of cloud infrastructure, such as complexity and flexibility that
cannot explicitly be utilized with cloud computing through traditional load balances.
M. Randles et al. investigated a decentralized load balancing strategy focused on
honeybees, which is a naturally inspired solution to self-relation.

It controls loads through neighboring application operations. The program’s
execution is enhanced with an increased range of features, though device scale
improves the performance or not. This is ideally tailored to the circumstances in
which specific service user population is needed. Z. Emilia et al’s. load balancing
solution was introduced in a transparent distributed computing system that cantered
on the ant colony and on dynamic network theories. This method overcomes hetero-
geneousness, is scalable to diverse conditions, offers brilliancy in faulty tolerance
and has high adaptability which helps boost the efficiency of the system. The system
uses small worlds without the quality of a complex load balance.

A. Sarkozy et al.’s standard load balancing strategy has been introduced for VMs
in cloud computing. It uses global state knowledge tomake choices on load balancing.
Load balancing increases average efficiency equally, and fault mitigation is not taken
into account. R. Hamilton et al. proposed a carton solution that incorporates the load
balance and the distributed rate management method which functions as a cloud
management integration mechanism and utilizes load balance to minimize costs and
a distributed resource allocation limit A. Columbia et al. VectorDot methodology
has been applied for data centers with optimized cloud virtualization and storage.
The dot product is used to distinguish nodes according to the commodity criteria.

The algorithm in the graph helps to address the question of load balancing for
the distribution of capital. The method does not, however, tackle costs elimination,
i.e., the expense of the load allocation, which can require more time than the real
measurement period spent. Few analysis [H. Many test Shan and so forth. 2004]
proposed latency algorithms to minimize transfer costs and gain from decreased
data transmission in order to process internal data. Nevertheless, this type of algo-
rithms requires concurrent applications for data processing and migration in order
to maximize the data distribution and migration with the linear algorithm, and it
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implement master Slave Load balance (master slave load balancing). Yet only static
load balancing is discussed in this algorithm. This suggests an efficient functional
load balancing conversion algorithm based on estimation of the Lagrange multiplier
for the transmitted weight in Euclidean form. The purpose of load balancing is to
coordinate computing functions over virtual computers. It just operates in a homoge-
nous setting and does not operate on heterogeneous grids. Calculation functions are
named “building block” to reduce implementation time. Moreover, in distributed
systems, makespan minimization issue is common; we also name it NP complete. In
this way, reducing make-up is not just the duty of balancing loads, but also the need
to cope with contact costs.

3 Load Balancing Model

The two-tier design model of load balancing is provided in imbalanced clouds for
better load draining as shown in Fig. 1, in this section, that is, Gupta et al.’s updated
design [16]. This concept is an example of the virtual machine manager and virtual
machine control. At the physical machine (PM) stage, the first phase load balancing
is carried out and the second level at the VM point. On this basis, twomigration tasks
are open.

The code generator generates user operationswhich require computer resources to
be complied with by software requirements. Data Center Manager Process Manage-
ment. For a single system task assignment, the Load Balancer controls the VM. The

Fig. 1 Level load balancing
architecture
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first stage load balancing compensates by dividing the workload across the respective
virtual machines. The second load balancer spreads the load across several virtual
machines and various physical machines.

3.1 Identifying a VM’s Resource Knowledge

The resource data in a file is checked. The existing usage of VM resources and
unallocated resources is thus made. Since of this step, the status of VM may be
calculated similarly with respect to a threshold.

3.2 Task Scheduling

After the resource specificities of a VM are specified, operations in proper VMs are
scheduled by a programming algorithm.

Resources allocation For scheduled projects and facilities is reserved. It is
achieved by way of distribution of capital scheme. A considerable variety of govern-
ment formulation anddistribution are discussed in the literature.Calendars are critical
for improving performance, but allocation approach to handle resources properly and
boost resource quality is introduced. The reliability and allocation technique of this
scheduling system describe the strength of the load balance algorithm.

4 Research Methodology

To specifically hit the core of the load balance process, a suitable testingmethodology
was introduced. In the background of the general research program, the literary
analysis was carried out descending the methods, theories, formulas, tactics, and
paradigms of imbalancing loads. In accordance with CGF methodology [33], we
studied the question of load imbalance to establish the triggers, factors, and load
balance parameters. The study recommendations for Systematic Literature Review
(SLR) for load balance inside the cloud have further strengthened literature work by
Kitchenham [26, 27, 34]. An SLR is a repeated analysis that can be reproduced by
other studies to obtain additional experience.

In order to emphasize the significance of load balancing in the cloud computing,
multiple questions have been posed to resolve core concerns and load mismatch
problems.
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4.1 Proposed Classification of Load Balancing Algorithms

Algorithms for load balancing have been listed in this segment according to different
parameters. A top-down approach is introduced and implemented in the classifica-
tion process. The drawback in existing analysis papers is the absence of adequate
and comprehensive hierarchy for load balancing algorithms. The role of a certain
algorithm in taxonomy is very difficult to decide. A full-scale analysis of LB algo-
rithms was first carried out in literature, which was scarce in the previous research,
in the analysis. The different parameters used to classify include algorithm archi-
tecture, ‘algorithm status, “load balancing table,” load balancing type’ and “load
balancing technique.” Depending on the design of the method, the load balancing
algorithms are positive or reactive. This is our first clear taxonomic categorization
where no prior literature studies have demonstrated. Depending on the device config-
uration, the LB algorithms are rigid, dynamic, or hybrid. LB algorithms are referred
to as algorithms for planning and deployment, based on load balancing capabilities.
The LB algorithms include LB task algorithms, LB network weight algorithms, and
cloud loading algorithms. Based on functionality, load balancing types are catego-
rized as hardware load balancing, which is also known as network load balance. The
network describes load balancing algorithms, machine learning, inspired biological
architecture, science algorithms, and swarm processing techniques.

4.2 Algorithm Design

The first categorization was carried out in the present research with the creation
of the load balance algorithm. The LB algorithms are categorized as constructive
approaches and reactive approaches. However, in other areas of technology, partic-
ularly communication and mobile ad hoc network networking (MANETS) [36], the
essence of communications routing protocol was extensively studied.

A constructional strategy for LB, which requires behavior to alter and not only
response as it happens, is an approach toward algorithmic architecture. The intention
is to deliver a positive outcome and prevent a dilemma at an early stage rather than
waiting for a crisis.

Proactive intervention aims to recognize and optimize opportunities to prevent
future threats to issues. In reality only a few constructive solutions remain and that
historically lack innovative ideas restrict current strategies. Dragonfly optimization
and limit measurement-based LB was suggested in cloud storage by VMs with
limited power usage through predictable load distribution. Xiao et al. proposed a
game theory-conscious LB algorithm to reduce the estimated time to respond while
preserving order and fairness. The game’s Nash Control Point is the best price.



228 S. N. Lakshmi et al.

4.3 Random Server Load Balancing

The network must select the IP randomly from each link list [10, 11] It effectively
relies on all customers having equal loads and the Law of Large Number [11] to
maintain a fair low load spread through servers. That enables a system to use the
random load balancing strategy. It was reported that caching issues with round-
robin DNS are due to a random load balancing on the client side, that in broad
DNS caching servers the distribution appears to be skewered for round-robin DNS,
whereas random sorting is unexpected on the client side, regardless of DNS caching
[11]. If an “intelligent device” is used, it often offers fault tolerance if the randomly
chosen host is identified and linked arbitrarily.

The state of the LB algorithms is generally graded as static, complex, and hybrid
based on the machine status of the algorithm. Recent literature work has shown that
this method is more commonly utilized in the classification of LB algorithms. The
bulk of the comparative charge balance work starts by putting the category above
taxonomy in the algorithmic taxonomy.Traffic loads are distributed uniformly around
servers for effective load balancing. This emerges from a well-informedmodel about
computers’ capabilities and activities. The static LB algorithm application is to VM
for compilation periods. The downside of the static solution though is that the job
does not pass through a load balancing system but would remain heavily obstructed.
Static algorithms do not accept the existing device constraints, which include details
regarding tasks such as task resource settings, time of contact, loading of nodes,
energy, electricity, and bandwidth. The biggest downside of the LB static solution
is that it is impossible to change and that a global network such as the cloud is not
necessary because device state changes dynamically.

Collaborative algorithms are often labeled as “Offline,” usually defined as Internet,
ton and live mode as the picture indicates. The role is only assigned to a VM until
the scheduler is reached in such pre-defined circumstances in a lot mode, electron-
ically constructed. The hierarchical algorithms of the load balance are relatively
complicated in contrast with their counterparts, and can regulate the movement of
input traffic at any moment. Knowledge of the real network setting and capacity
to accommodate diverse loads of the system are part of complicated load control.
The benefit of dynamic load balancing is that operations can move from a complete
system to a loaded system dynamically, but are extremely complicated in nature and
very challenging to create compared with static LB algorithms (Fig. 2).

However, LB’s dynamic algorithms are strong in efficiency, precision, and versa-
tility. Dynamic load balancing algorithms operate well when node load variations
are small but cannot be done in various load environments. Figure 3 demonstrates
the taxonomic load balancing by design and state of the algorithm.

The algorithms are known as programming and delivery algorithms in this group.
Role of load balancing. Cloud algorithms and allotments can be static or fluid, based
on the current VM environment. Activities and implementation processes play an
important role throughout the delivery of services and cloud control. Three related
activities shall be divided into training policies, job management, work planning,
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Fig. 2 Load balance algorithms focused on the system’s existence and environment

Fig. 3 Load balance depending on the attribute used

and preparation of VMs; the expense policies also shall be divided into duty sharing,
operation transitions, and VM delivery.

Projects are organized to assign the computing resources required for the user job
while the project is scheduled, programmed, or monitored. VM preparation consists
of creating, deteriorating, and maintaining the VMs on physical hosts and handling
the domain migration of VMs. Job is the main function of the unit. The usage of a
work device is wealth control. The reciprocal replacement is the transition of respon-
sibilities and the distribution of profits. For changes to other machinery applications
or software groups, VM assignment occurs. Figure 4 demonstrates the equations for
load control for the specified technologies.
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Fig. 4 The distribution of load in a heterogeneous world

5 Load Balancing Setup

Within the table, the load balancers are classified by configuration as elastic load
balancers and mechanical load balancers. The equilibrium in hardware load was
related to the hardware load distribution, e.g., memory, control, and processor. Elastic
Load Balancing spread user traffic dynamically across various sites, such as Amazon
EC2, bins, and IPs. In one or more mobility areas, appropriate consumer traffic can
be accommodated. Elastic load balancing offers three forms of load balancing, each
delivering high consistency, efficient scaling, and reliable control of tolerance. File
Space Load Balancer user-level routing goals, containers, and IP addresses on the
basis of the complexity of the request (Layer 7).

The load balancer network provides a high-technology, container-based network
networking that is perfect for new applications and is appropriate for HTTP and
HTTPS balanced load-balance. Load Balancer Server allows the usage of the most
modern SSL/TLS ciphers and protocols simpler and safer for device protection. In
the transport layer of the OSI architecture, network load balances are introduced. It
can connect every second with millions of users.

Thewhole deployment cycle includes network load balancing inMicrosoft’s azure
andAWS programs. Themechanism for network load balancing includes the transfer
of data from servers utilizing the TCP/IP protocol. The standard load balancer offers
a quick load balancing both at request level and at link level, with specific Amazon
EC2 specifications and capabilities. New load balancers are required for applications
developed in the EC2-Classic network.



A Nature-Inspired Solution to Managing Activities in the Cloud … 231

6 Experimental Simulation Setup

Throughout this phase, we built 75 VM on a chord overlay. The roles are applied
until all VMs are connected to the overlay. The load concentration in VMs is passed
to the remaining machine every 30 s and the osmosis is done inside the remaining
machine in total 60 s. A systematic review of standards is yet to be carried out and
leaves for future analysis.

All VMs have the same features and the capacity to do a certain kind of job at
maximum in a single task in a homogenous setting.

VMs and tasks provide various forms of configuration in a heterogeneous envi-
ronment. The execution outputs of each VM are unique to the others. Task execution
may differ from homogenous conditions. The standard deviation for load balancing
calculations of the algorithms specifies the OLB parameters. The real standard devi-
ation of VMs is taken into account in heterogeneous conditions and the overall stan-
dard deviation value is taken into consideration. The efficiencies of the algorithm is
determined by the amount of tasks that move from VMs that we normally call.

7 Results

The following analysis of the proposed algorithm will cover the section. In the field
of simulation, these values are preserved. In that relation, 1 Norm variations are
preferably below 80% for all cases. For example, in heterogeneous conditions the
same method is higher.

In the sense of the ring and data center, the recognition agent’s main function is
to provide reliable information on VM output and capacity [18]. The parents, heirs,
and randomly picked VMs are sent daily by means of the Data Center. By using the
finger list, the VM foremen and descendants may be listed (Fig. 5).

The model 25, 50, and 75 VMs are tested in both heterogeneous and homogenous
environments and its default variance is measured. The findings are shown in (Fig. 6).

It is known that the VM objective is assigned to this unit on the basis of Algorithm
1, to move the VM objective (formerly α, following β and random μ). The agent
acquires the surroundingVMs and output information and uses the VMgoal to adjust
awareness. The functionality of the identification agent is concentrated in two factors:
one, VM load recognition and output data; and the other, VM file transmission by
detection of file-based VMs.

Load balancing of cloud infrastructure is considered a major challenge. The
even distribution of workload through VMs benefits from cloud load control. This
improves the network reliability and the successful performance of the system such
that consumers are more happy and helpful. This also guarantees a fast and decent
delivery of the computing resource (Fig. 7).
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Fig. 5 Load equilibrium in standardized condition

Fig. 6 Migration task versus time

The program is reliable and uniform in its scalability. Increased personal pref-
erences suddenly that there is the accumulation of social disparities. The move-
ment of activities is very sluggish in the homogenous environment as opposed to
heterogeneous environments (Fig. 8).

The next thing is the issue of system mistakes due to load faults whether specific
modules or several modules are not enough, resources specifications are installed
or disabled without failure. The second part is the issue. It also guarantees that all
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Fig. 7 Amount of work motions via VMs while the tasks are 20

Fig. 8 Amount of work motions via VMs while the tasks are 40

estimation tools have been properly and fairly distributed. The cloud infrastructure
ends with broad heterogeneous networks that combine smaller and big providers in
order to facilitate the growth of on-demand services. Modern structures for the full
execution of activities are also required. To cope with this, we have an integrated
and controlled bio-inspired solution [20] that is used for a completely distributed
VM load equalization [19, 20]. Our approach relies on non-inspired agents and load
balancing through VMs focused on the general osmosis regulations.



234 S. N. Lakshmi et al.

8 Conclusion and Future Scope

In this article, we have discussed the Robin Round modified algorithm, a short move
toward a proposed model that is optimized. Algorithms are not designed to control
the behavior of the method (equivalent to scheduling results). How long will the
round robin approach take to be appropriate? In consideration of the accuracy and
usefulness of the Robin cycle, this article addresses the problem by quantum time
rather than a quantum of a certain length. It requires time to accomplish a target.
Load balancing is known as one of the key frameworks for efficient utilization of
cloud computing services. In order to deal with problems of load equilibrium, total
autonomous distributed networks will be needed. We introduced an Osmosis Load
Balancing Device (OLB). With this in mind, OLB uses the principle of osmosis for
virtual machine reprogramming functions. The solution is based on the hash table
distributed with the chord overlay method (DHT). The Chord Overlay is used to
monitor the cloud status andorganic personnel. The proposed algorithmdemonstrates
stronger results both in heterogeneity and in uniform clouds in various situations by
simulation analysis.
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AMachine Learning Approach
to Analyze COVID 2019

BKSP Kumar Raju, D. Sumathi, and Bhargav Chandra

Abstract COVID 2019 is a family of Human Corona Virus and it is disrupting
human lives across the world. It even started affecting countries other than China
at higher rate of transmission. The origin of COVID 2019 is not yet clear and no
scientificmedication is available for cure.We analyzed theCorona dataset which is of
more than 3000 X 5 dimensions by applying Time Series Analysis and Regression
Models. We could predict the futuristic trend and further propose a design of the
dataset for getting more insights of the pandemic unanswered questions.

Keywords COVID 19 · Multi-linear regression · Time series

1 Introduction

In theDecembermonth of 2019, an epidemicwhich currently prevailsworldwidewas
initially called as severe acute respiratory syndrome coronavirus-2(SARS-CoV-2).
The quick and rapid identification of the new virus has been done by the public health
organizations, scientific and clinical societies by sharing the gene sequence to the
world in order to create awareness to the people. The World Health Organization
named the disease activated by the coronavirus as Coronavirus Disease(COVID-19).

It is categorized under zoonotic virus since the reservoir seems to be bats; however,
the transitional host is not yet determined. There is a possibility of transmission
through the fomites and droplets in the interim close contact amid the infective
person and the infector. From various reports, it has been identified that there is an
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efficient existence of human-to-human transmission and the probability of spreading
of 2019-nCoV has been increased [1]. Yet, further investigations are required to
discover the source and the way of spreading among the humans.

The assessment factor is reproduction number (R0) which is related to the viral
transmissibility. It is defined as the average number of people who will encounter
with a disease from the contagious person. The likelihood of spreading or declining
of a disease could be expressed in three ways [2]

• If the reproduction number (R0) is less than 1, then the prevailing infection will
lead to less than 1 new infection.

• If the reproduction number (R0) is 1, there will be no chance of epidemic but the
disease is expected to stay there.

• If the reproduction number (R0) is greater than 1, then an exponential growth
might arise and it might lead to epidemic or pandemic.

Due to the viruses’ international exposure, panic in people created lot of myths
like using surgical masks is mandatory [3], eating non-veg should be avoided, should
not order goods from other countries, etc. According to AIMS and FSSAI, properly
cooked non-veg will not have any chance of virus transmission [4]. The virus will
just sustain only for few hours in goods or non-living objects.

Since there is no vaccine available as of now, it is highly important to take precau-
tionary measures and significant among them are (1) Avoid touching your face and
Wash hands frequently, (2) Proper Hydration, (3) Exercise, (4) Homely Diet, (5) Sun
Exposure, (6) Taking foods with ingredients like Amla, Turmeric, and Giloy sticks.

2 Related Work

When analyzing data for COVID-19, it is observed that the affected are adults more
than the children. From various reports, it has been identified that mostly 80% of the
infected cases are found to be mild, 15% are considered as severely infected who are
in need of oxygen and 5% are critically infected which requires ventilation [5].

In [6], a nowcast has been done which provides the information about the nature
of the epidemic in size, distinguishing the challenges of earlier unidentified pathogen
through the uncertain clinical range, even after the detection of the uncertain case.
Forecasting the probability of the diseases that spreads both domestically and inter-
nationally has started in January 2020.

The epidemic could be reduced through the appropriate analysis for isolation and
combined intrusions. As of now, the present period from the inception of the disease
to the isolation is 6–14 days. As per the study done by Chen 2020 [7], the examined
fatality rate for 2019-nCoV is 3 %when compared with SARS andMERS-CoV. The
likelihood of survival or death is based on the situation or the person. The fatality
rate might be higher when the outburst occurs in public which possess a mediocre
health system. Several models have been developed right from the initiation of the
epidemics [8].
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Table 1 Comparison of various methods for epidemic analysis

Method Period and R0
(Average)

Credible interval
(95%)

Fatality rate Epidemic
doubling rate

By applying the
Markov Chain
Monte Carlo
methods, the
basic
reproduction
number is
computed [6]

2.68 (from Dec
31, 2019, to Jan
28, 2020)

2.47–2.86 – 6.4d

Mathematical
model has been
implemented,
which is dynamic
in nature and
comprises five
partitions such as
individuals who
are recovered,
individuals those
who receive
treatment,
susceptible cases,
and during the
incubation
period, certain
individuals might
be symptomatic
and certain
individuals with
indications [9]

6.49 (from 12–22
January 2020)

6.31–6.66 – –

Through the
implementation
of Exponential
Growth (EG) and
maximum
likelihood
estimation (ML) ,
the value is
computed [10]

As of January 23,
2020, 2.90

2.32–3.63 (2.90)
2.28–3.67 (2.92)

Out of 1965
suspected
individuals and
1287 confirmed
cases, 41 fatality
had been stated

Before Jan 9, it
was 6.7d and
after Jan 19, it has
been reduced to
0.7d.

A deterministic
SEIR
metapopulation
transmission
model is applied
[11]

(Air travel alone
is considered)
From Jan 1–22,
2020, 3.1

0.4–4.1 – –

(continued)
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Table 1 (continued)

Method Period and R0
(Average)

Credible interval
(95%)

Fatality rate Epidemic
doubling rate

The Incidence
Decay and
Exponential
Adjustment
(IDEA) mode is
applied [12]

From December
8, 2019 through
January 26, 2020.
2.0–3.1

– – –

A simple disease-
transmission
model is applied
[13]

starting in
mid-November
2019, with a
serial interval of
7d (time between
cases) 2.3

– – –

Using the
Maximum-
Likelihood (ML)
the value is
computed. It has
been stated that
3711 people on
board in the
Diamond
Princess cruise
ship was
identified with
the epidemic of
the novel
coronavirus [14]

From 20 Jan to
Feb 16, 2020-
2.28

(2.06–2.52) – Feb 17–26, 2020

Simulations with
one index as the
first step is used
[15]

On 18 January
2020, 0.8–5.0

– – –

A lot of health sector journals published more than 500 research papers in a
short span of time. But less emphasis is made on data analytics point of view. We
summarized the prevalent technical existing work on COVID-19 and the same is
shown in Table 1.
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3 Proposed Method

3.1 Motivation

As per the World Health Organization(WHO), a statistical analysis has been carried
out and the number of confirmed and suspected cases due to the COVID-19 based
on the provinces, regions and cities. From the furnished details declared by WHO,
it has been understood that the cumulative confirmed cases have been increased and
the number of deaths also has been increased. As many digital technologies come
into existence, their intrusion in public health applications is widespread nowadays.
Adoption of digital tools, data analytics also plays a vital role in the outburst of
COVID-19 by which people get more awareness. Application of technologies in the
health domain explores the data and its usage in decision-making. With the advance-
ment of technologies like Artificial Intelligence and Machine learning, an exemplar
swing occurs in data analytics, development of vaccines, drugmolecules, and study of
genomics; researchers, industries and academicians work with the available concepts
in their domain. Hence, this motivated us to apply the Machine learning algorithms
on the available dataset for supporting the factors.

3.2 Proposed Machine Learning Approach to Analyze
COVID-19

With the current developments in analytics, data that has been collected from various
sources are progressively used to forecast the upcoming trends in an extensive series
of distributions. When considering the time series prediction, the metric which is
used represents the record of similarly spaced disease count over the time. Even
though, various time series predictions have been extensively used in the health care,
many methods are available through which the best periodicity could be detected
through the implementation of autocorrelation [16].

We initially assessed the existing impact of COVID-19 by taking reliable sources
as base like, WHO Situation reports. It is clear from Fig. 1 that the number of
confirmed cases were drastically getting increased. However, the death rate is almost
constant due to the quarantine facilities initiated and followed by the countries’ public
health organizations and governments. Mortality rate was calculated and the same
is shown in Fig. 2. For a unit of time, the death rate or the mortality rate is defined
as the count of deaths in a specific population which is in extent to the size of the
population.

We applied time series analysis on the COVID-19 data [17]. The structure of the
data is
(ObservationDate, Province, Country, LastUpdate, Confirmed, Deaths, Recov-
ered)
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Fig. 1 Confirmed versus recovered versus deaths of COVID-19

Fig. 2 Mortality rate of COVID 19
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Fig. 3 Recovered trend predictions

We used data-cleaning techniques to handle inconsistencies in the above dataset.
Also, we have identified that the attribute-“LastUpdate” does not create an impact
on the prediction accuracy. Considering all the other attributes, we applied two dif-
ferent machine learning algorithms, namely, (1) Time series Analysis (2) Regression
Models.

Applying Time Series Analysis on COVID 19 Data Time Series analysis would
identify the trend in the data with respect to the date and time and extract meaningful
insights out of it. We applied additive model based non-linear time series approach
as it can handle abnormal trend deviations for analyzing the pandemic COVID 19.

The time series algorithm is applied on ‘Recovered’ attribute by considering other
attributes. We observed that the trend estimation line is following the actual data line
(Fig. 3). The same approach is used on ‘Death’ and ‘Confirmed’ features (Figs. 4
and 5). The trend analysis for confirmed cases is not effective when compared with
other predictive attributes (Recovered and Deaths).

Applying Regression Model for COVID-19 To quantify the predictions, we use
multi-linear regression. Linear regression is used to identify the dependent values
based on the weighted sum of all independent variables.

y = b1∗x1 + b2∗x2 + b3∗x3 + · · · + c

The different values of y, x1, x2 and x3 would be known during the training stage of
model. The model is trained, and therefore the best optimal value of b1, b2, and b3
are identified.
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Fig. 4 Trend based predictions on number of deaths

Fig. 5 Confirmed cases trend predictions of COVID 19

We have taken recovered as dependent variable and other useful features as inde-
pendent attributes (Fig. 6). The same approach is iterated by considering confirmed
and deaths as dependent attributes (Figs. 7 and 8).

We identified that the predictions for recovered and deaths were descent and
average R2 value of 60.03% was observed.
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Fig. 6 Predicting the number of recovered cases

Fig. 7 Estimation of number of death cases
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Fig. 8 Confirmed cases prediction

We applied other machine learning algorithms like Naïve Bayes, Decision Trees ,
SVM, and Random Forest but none of them gave good accuracy. This happened only
because the dataset available for COVID 19 is not sufficient and does not include
predictive attributes.

With the current dataset, lot of questions remains unanswered:

• How travel is impacting the COVID 19 spread?
• Are the precautionary measures reducing the transmission?
• Origin of the Virus?
• Which symptoms are critical in deciding the virus?
• Can the disease attack healthy person (Without BP, Diabetes, etc.)
• How genome sequence is changing from the date of detection to death confirma-
tion?

• Will immunity boosters reduce the chances of getting affected?
• What are the precise medical reasons for death?
• What is the effective sequence of medical treatment in the quarantine health cen-
tres?

To answermost of these questions, we suggest the structure of dataset with various
categorical and continuous attributes (Table 2).

As future work, we will collect the proposed dataset structure and test all the
above hypothesis individually. We also plan to apply different time series algorithms
and have detailed comparison of the dynamic change in the COVID 19 trends.
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Table 2 Comparison of various methods for analysis of epidemics

Feature Categorical/Continuous Hypothesis

Age Continuous Only higher aged patients are
likely to have chances of death

Gender Categorical To find out category wise

Travel History Categorical Travel history increases the risk
of getting affected with virus

Sea Food intake Categorical Sea food is not a high deciding
factor for virus transmission

Attended Public gathering Categorical Public gathering would increase
the chance of spread

Weather Continuous Hot weather will reduce the virus
impact

Psychological characteristics Categorical Psychologically weak patients
will increase the criticality of the
virus in the patient

Other health issues (Diabetes,
Hypertension, liver disease etc.,)

Categorical Chances of Death is high in virus
infected patients with other
health issues

Health details related to women Categorical Details of pregnancy, other issues
also could be helpful in order to
check

4 Conclusion

COVID 19 is a severe epidemic of the twenty-first century and WHO declared it as
International Emergency. Since cure is not available as of now, a proper data analysis
would help in speeding up the process of drug inventory. However, a comprehensive
dataset is not yet available to identify the prevailing reasons behind the pandemic.
With the current dataset, initial efforts were made to identify the trend analysis using
time series models. We also applied regression models to predict the number of
recovered, deaths, and confirmed cases and observed R2 average score of 60.03%.
We further proposed structure of the dataset which should be made available for
answering the hidden patterns of the COVID 2019.
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An Intelligent and Smart IoT-Based Food
Contamination Monitoring System

M. Harshitha, Ch. Rupa, B. Bindu Priya, Kusuma Sowmya, and N. Sandeep

Abstract It is no wonder that one in six Indians fall ill due to food poisoning. Food
Poisoning can lead to various diseases like diarrhoea, fever and many other health
issues. Also, there are no current mechanisms and devices to effectively monitor
the quality and freshness of food. This calls for a device to accurately monitor and
report the freshness of food. In this work, we proposed a mechanism to effectively
supervise the status of food. The main issues identified by the literature survey are
that they have used mechanisms that are purely based on one parameter. We have
resolved this issue by proposing a mechanism that monitors by taking into account
all the parameters that can actually predict the status of food like moisture, pH and
odour. The main strength of this work is that it is cost-effective and at the same time
produces accurate and reliable results when compared to the existing mechanisms in
this area.

Keywords Food poisoning ·Moisture · pH · Odour · Food freshness

1 Introduction

In today’s digital world, we are excessively dependent on electronic circuits and
other scientific equipment that make our day-to-day life more productive and
simple. Nowadays, food poisoning is the biggest problem faced by everyone. Almost
everyone is affected in one way or the other due to this problem, and it may be due
to eating contaminated food in restaurants, road side food stores where there is lack
of supervision on quality of food and its nutrient values and freshness.

Recent data revealed by the Union Health Ministry’s Integrated Disease Surveil-
lance Program (IDSP) has stated that food poisoning is one of the most common
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outbreaks reported until 2017. According to sources, AcuteDiarrheal Disease (ADD)
was the cause of 312 cases out of the total 1649 outbreak cases registered until the
third week of December 2017.

The ISDP stated that most of the ADD cases and food poisoning cases were
reported in places where large amount of food is being cooked very often like mid-
day meals, hostels, wedding ceremonies as lack of proper supervision on freshness
of food and its cooking methods exists there [1, 2]. The main problem here is the
lack of proper techniques or mechanisms or devices to effectively forecast the threat
of food poisoning and alert the concerned officials or organizers about the issue.

Food-borne diseases in India cost the countryRs. 1,78,100 croreswhich is approx-
imately around 0.5% of the country’s Gross Domestic Product (GDP) every year and
at the same time leaves thousands of people hospitalized or even dead, as revealed by
a study named ‘Food for All’ which is carried out with the partnership of the World
Bank Group and the Netherlands Government. So experts suggest that India should
start investing in food safety measures and mechanisms to reduce this economic
burden of food-borne diseases and ensure food safety to the people [3, 4].

The proposed system mainly consists of sensors which measure the physical
parameters of food and analyze its status. The sensors are connected to an Adruino
Uno which is a micro-controller board equipped with sets of digital and analog
input or output pins which are used to read input and display output on the LCD
screen connected to it [5]. The sensors are programmed using the Adruino software
customized for the Adruino board; the programming language used is C++ along
with some other special functions and methods.

The remaining part of the paper is arranged in the following order: Literature
survey is presented in Sect. 2. The detailed description of the proposed prototype
and its functions is presented in Sect. 3. In Sect. 4, the results of our proposed system
are presented.

2 Literature Survey

Mustafa and Andreescu [1] proposed a method called as ‘Chemical and Biological
Sensors for Food-Quality Monitoring and Smart Packaging’. In this work, biological
or biosensorswere used to investigate the freshness of food and crops. The biosensors
interpret the status of food based on properties of bio-molecules present in the food
such as enzymes, aptameters and antibodies. These properties are useful in enhancing
the selectivity of target to analyze when integrated with the physical transducer. The
main limitations of this work are (i) Moisture content of food that is not considered
while testing the food freshness and (ii)Odour andGas sensors that are not considered
which are essential to differentiate the spoiled food from fresh food item.

According to Shahzad, et al. [2], selection of food is complex as it is influenced
by a variety of factors and understanding these factors keenly is also required as the
population’s dietary change depends on this analysis. A variety of mechanisms have
been proposed in this paper, which analyzes such factors of food which ultimately
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determine the status of it. The mechanisms which categorize the factors affecting
food selection like physical/chemical properties, nutrition content, and the person
involved in the selection process, and the psychological and sensory attributes of the
person making the selection also plays a significant role. The economic and social
environment around the person making the choice is also important because it affects
various attributes of the product like its price, availability, brand and amount of the
product.

Kuswandi [3] proposed a work named ‘Freshness Sensors for Food Packaging’.
In his work, he classified the freshness sensors into two categories, i.e. direct sensors
and indirect sensors. The direct freshness sensor considers the detection of a specific
analysis as a direct marker for determining the freshness of food. The indirect fresh-
ness sensor on the other hand mimics the change in a parameter of food when it is
exposed to temperature or time.

Popa et al. [5] stated that in the fast-growing pace of modernization and standard-
ization of food, the crave for ready-to-eat food is growing all over the globe. But
the ready-to-eat foods pose a great threat of food poisoning due to various microbes
contained in them, and the stringent processing conditions simulate the deterioration
of the food quality. The author suggests that ultra sound technology can prove to be
a solution to this problem as it is highly environment friendly and can be used in
various processes of ready-to-eat food manufacturing like disinfection, sterilization,
tenderization, dehydration and cooking of these foods. The main drawbacks of this
work are (i) The free radicals formed during cavitations may cause harmful effect on
the consumer (ii) Budding technology (iii) Ultrasound may cause physicochemical
effect which may be responsible for off-flavour, discoloration and degradation of the
components.

3 Proposed Methodology

We propose a system to accurately measure the parameters related to food poisoning
and store them for further use also. For this purpose, we use sensors like gas sensor,
moisture sensor and pH sensor [6]. These sensors are integrated on the Adurino Uno.
This device is fitted onto the container in which the food items are being stored, and
then it detects whether or not the food is fit for consumption or not. Based on the
observations it makes the food assessed for freshness. This can help hotels to assure
quality service to their customers and also the customers can be sure of what they are
eating, and food safety officers can also access this information and can take legal
action against food poisoning [7]. Table 1 depicts the various hardware/sensors used
in checking the freshness of food and also their usage and their range.

The circuit diagram depicts the way in which the sensors and the LCD screen
are connected to the Adruino as shown in Fig. 1. The moisture sensor is connected
to the ground and voltage 3.3v pins, and the input analog pin connected is A0. The
pH sensor is connected to the ground pin and for voltage an external 9 V battery is
connected to take input from the sensor or to the sensor the analog pin A1 is used.
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Table 1 Hardware/sensors used

Hardware/sensor used Usage Range

Adruino Uno Micro-controller board to interface
different sensors

20 digital input/output pins

LCD display Display the result 0 C to +50 C (C = Celsius)

Moisture sensor Measure the moisture content in food 0–1023 (in ADC value)

pH sensor Measure the pH content in food 0–399.98
(in mV) (pH 7 = 0 mv)
(pH 14 = −399.98 mv)
(pH 0 = +399.98 mv)

Odour/gas sensor Measure the gas content in food 0.05−10 mg/L
Concentrations of alcohol
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Fig. 1 Proposed system methodology

The gas sensor is connected to the ground and voltage 5v pins and the analog pin A2
is used for input and output. The LCD display screen connected to the A4 and A5
pins displays the status of food being tested. The ground pin of Adruino is connected
to ground of LCD display. The LCD display is soldered to the Adruino cable to
provide external power required to run it.

Freshness of food is predicted based on many parameters, but a predominant
characteristic of food can be considered to effectively determine its freshness [8–
10]. For example, we can determine the freshness of milk based on its pH value. The
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sensors are independent of each other because we consider the most predominant
characteristic of the given food rather than considering all the parameters and causing
ambiguity [11]. The above diagram explains the mechanism of testing the freshness
of food.

The food to be tested is brought in contact with the corresponding sensor, which
measures its predominant characteristic like moisture or pH to predict its status. The
sensor transmits the readings to the serial monitor in the Adruino software, which
then displays it on the screen. The LCD display connected to the Adruino displays
the final result whether it is fit to consume or not.

Figure 2 depicts the food freshness checking mechanisms. When food is supplied
as input to the sensors, and the sensors detect the corresponding parameters like
moisture sensor detects moisture content and by comparing with the standard values
of food the result is produced whether the food is suitable to consume or not. This
approach has five modules which have been described as the following subsections.

Yes

Moisture
Sensor

Gas
Sensor

pH Sen-
sor

Sensor 
Readings

Sensor 
Readings

Sensor 
Readings

Contami-
nated

Good

Contami-
nated

Good

Good

Contaminated

Start

Yes

No
No

No

Yes

Fig. 2 Flow sequence of proposed methodology
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Module 1: Moisture Measurement in Rice

The moisture content of rice is the measurement of water content in it. In freshly
cooked rice, the standard value of moisture content is approximately around 65–
68%, but this value can vary based on different regions and various cooking methods
[12]. For measuring moisture content in freshly boiled rice, we used a moisture
sensor which measures the moisture content of rice by calculating the difference in
resistance between its two conducting probes. The measuring range or output range
of this sensor is 0–1023 in terms ofADC. The analog output of the sensor is processed
using ADC. The moisture content is displayed in terms of percentage on the serial
monitor.

Module 2: Moisture Measurement in Bread

The moisture content of bread is the measurement of water content in it. In freshly
baked bread, the standard value of moisture content is approximately around 35%,
but this value can vary based on different regions and various cooking methods. For
measuring moisture content in freshly baked, we used a moisture sensor which is
equipped with two conducting probes and the difference in resistance between these
two probes expressed in a range of 0–1023 (in ADC value) is the measurement of
moisture content of bread being tested. The analog output of the sensor is processed
using ADC. The moisture content is displayed in terms of percentage on the serial
monitor.

Module 3: pH Measurement in Milk

Milk consists of lactose sugar which plays a vital role in lowering the pH of milk
over passage of time. This reaction takes place due to the lactic bacteria which
converts lactose sugar into lactic acid as time passes by. The lactic acid content in
milk increases when placed at room temperature and it reaches a threshold value.
After that the pH level decreases to such an extent that the lactic acid simulates
the growth of bad bacteria which at last results in contamination of milk [13]. The
accepted or standardized pH range of milk is 6.5–6.7. When a sample of fresh milk
is stored at room temperature its pH value decreases over time which indicates that
milk is getting sour or contaminated. The trend in decrease of pH value depends
upon the type of impurity contained in the sample. The pH sensor measures the
voltage of the solution in millivolts (mV) and the actual pH reading between 0 and
14 is obtained by converting this voltage value into pH using standard formulae and
various operations.

Module 4: pH Measurement in Curd

Milk is the key ingredient of curd or yogurt so curd also exhibits the same pH trend
as that of milk. Milk is converted into curd by the fermentation process. This process
is a result of the series of reactions between lactic acid bacteria and casein. As lactic
acid plays a vital role in forming curd it also plays a significant role in spoiling it too.
When a fairly good sample of curd of pH value 4.4 (standard value) is left at room
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temperature, the lactic acid in the curd starts to lower the pH level in curd resulting
in sour or spoilt curd.

Module 5: Ethanol Measurement in Banana

Banana, themost loved fruit across theworld gets spoilt in no time due to the emission
of ethanol or otherwise called alcohol. This gas emission also results in dark black
spots on the fruit’s peel and foul smell, and the fruit also becomes soft during this
phase. The MQ3 gas sensor detects ethanol from the spoiled fruit and based on the
concentration of ethanol it detects that the banana is spoiled.

4 Results and Analysis

The main aim of this device is to detect the freshness of food in order to curb food
poisoning and as well as to avoid food wastage. The food is tested for parameters
like moisture, odour, pH values. The testing mechanism can be divided into several
modules based on the food materials tested. Figure 3 shows the quality of rice on
consideration of various samples by following the approach mentioned in module 1.

Fig. 3 Moisture
measurement in rice
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Figure 4 shows the quality of bread measurement by considering various bread
samples as input. Module 2 approach followed here to test and analyze the quality
of bread.

Figure 5 shows the milk quality by considering the approach mentioned in
module 3.

Figure 6 shows the curd quality measurement which considered module 4
approach to test the quality.

Figure 7 shows the quality of banana in terms of contaminated or not. It follows
module 5 approach to test whether it is contaminated or not.

Fig. 5 pH measurement in
milk
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Table 2 Comparison
analysis of food items

Input Sensor used Value Output

Rice Moisture sensor >850 Contaminated

Curd pH sensor >4.4 Contaminated

Milk pH sensor >7 Contaminated

Bread Moisture sensor >650 Contaminated

Banana Gas sensor >660 Contaminated

Table 2 shows the comparison results for various food items with their considered
threshold value [14] to check whether the food has contaminated or optimized item.

5 Conclusion and Future Scope

Food poisoning is a major threat to the society because it may be fatal when it is
caused by dangerous bacteria and fungus. There is an alarming need to effectively
detect and curb food poisoning, and the proposed system in this work can lead us
in the path of preventing food poisoning. The various parameters of food based on
which we determine its status are predominant characteristics of the food items and a
small change in these parameters can lead to its decomposition and hence when such
food is consumed by humans can become fatal for them. This mechanism predicts
the freshness of food by measuring the parameters like moisture, odour and pH with
the help of their corresponding sensors and display the result on the LCD screen
connected to circuit. In future, we would like to make it as a mobile app system.

References

1. Mustafa F, Andreescu S (2018) Chemical and biological sensors for food-quality monitoring
and smart packaging, pp 1–25

2. Shahzad N, Khalid U, AtifIqbal, Ur-Rahman M (2018) eFresh—a device to detect food
freshness. Int J Soft Comput Eng (IJSCE) 8(3):1–20

3. Kuswandi B (2017) “Freshness sensors for food packaging”, postharvest handling (3rd edn),
2014, Reference module in food science, pp 1–25

4. Ali S,WangG, BhuiyanMZA, Jiang H (2018) Secure data provenance in cloud-centric internet
of things via blockchain smart contracts. In: IEEE smart world, ubiquitous intelligence &
computing, advanced & trusted computing, scalable computing & communications, cloud &
big data computing, internet of people and smart city innovation, pp 991–998

5. Popa A, Hnatiuc M, Paun M, Geman O, Jude Hemanth D, Dorcea D (2019) An intelligent
IoT-based food quality monitoring approach using low-cost sensors. J Symm MDPI

6. YousefiH,AliMM, SuHM, Filipe CD,Didar TF (2018) Sentinel wraps, “Real-timemonitoring
of food contamination by printing dnazyme probes on food packaging.” ACS Nano 12:3287–
3294



258 M. Harshitha et al.

7. Giuffrida A, Giarratana F, Valenti D, Muscolino D, Parisi R, Parco A, Marotta S, Ziino G,
Panebianco A (2017) A new approach to predict the fish fillet shelf-life in presence of natural
preservative agents. Italian J Food Safe 6(2):88–92

8. Sheth A, Jaimini U, Yip HY (2018) How will the internet of things enable augmented
personalized health? IEEE Intell Syst 33:89–97

9. Dutta J (2019) A next generation sensing and monitoring platform for quality assessment of
perishable foods. IEEE Beyond Standard

10. Shroff R (2019) Smart food monitoring with smart shelves, IoT and AI. Software solutions
11. Paul A, Kant K (2020) Smart sensing, communication, and control in perishable food supply

chain. ACM Trans Sensor Netw 16(1)
12. Witjaksono G, Rabih AAS, Yahya NB, Alva S (2018) IOT for agriculture: food quality and

safety. IOP Conf Series Mater Sci Eng 342
13. Hu R, Ya Z, Ding W, Yang LT (2020) A survey on data provenance in IoT, Springer—WWW

23:1441–1463
14. Pal A, Kant K (2018) IoT-based sensing and communications infrastructure for the fresh food

supply chain. IEEE Comput 51(2):76–80



Optimized Candidate Generation
for Frequent Subgraph Mining
in a Single Graph
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Abstract Mining frequent subgraphs fromgraph databases is a basic taskwith broad
applications. Frequent subgraphmining is defined as finding all subgraphs that appear
more than specified threshold value. It consists of mainly two steps, candidate gener-
ation and frequency calculation. In candidate generation step, most of the existing
work starts with a frequent edge or vertex to generate frequent candidate patterns.
This process is not scalable due to exponential number of candidate patterns genera-
tion. In this paper, an optimized algorithm is presented to generate candidate patterns
for mining frequent subgraphs from a large single graph. The proposed algorithm
starts and extends candidates with frequent subgraphs. The proposed algorithm uses
graph invariant properties and symmetries present in a graph to generate candidate
subgraphs thus reducing generation of enormous amount of candidate subgraphs.
Subgraphs are extended by adding another frequent subgraph determined by the
symmetry mapping of subgraph there by reduces the complexities involved in candi-
date generation and frequency counting. An evaluation study on datasets explores
the strengths and limitations of the proposed work. The results make sure that, this
is an optimized approach to generate candidate subgraphs directly using invariant
properties.
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1 Introduction

Mining frequent subgraph patterns is a well-studied problem in graph mining to
mine and analyze data in applications such as protein interactions, cheminformatics,
drug discovery, social net, and web interactions [1–4]. Frequent subgraphs are also
extensively useful for other mining tasks such as indexing, clustering, and classifi-
cation. Frequent subgraph mining [5] problem can be defined as it is a process of
identification of a set of frequent subgraphs from graph database that may be a set
of small or a large single graph with an occurrence frequency is not less than a given
threshold. In this paper, a single graph scenario is considered and a subgraph can be
considered as frequent if it has at least T occurrences in graph.

The difficulty in frequent subgraphmining algorithms lies in candidate generation
and calculating the support of subgraphs. Designing algorithms is a computationally
challenging and data-intensive task to mine frequent subgraphs from a large graph.
It is due to the (a) size of the graph and (b) the enumerated subgraph space increases
in exponential with the size of graph when finding frequent patterns. In recent years,
several approaches are developed to detect patterns in a large graph [6–10]. In general,
these algorithms start with a frequent edge or vertex and extend the graph by adding
a new edge or by adding a new vertex to the existing graph recursively until all
frequent subgraphs are generated. However, the number of subgraphs generated in
mining process is exponential in proportion to the graph size.

Along with the above issues, one fundamental problem that needs to consider in
single large graph is overlapping of subgraphs shown in Fig. 1. In general, one can
consider two subgraphs as different if they differ just by a single edge. As a result,
we may find number of overlapped subgraphs as candidates. On the other hand,
two subgraphs are said to be dissimilar if they don’t share any or just by sharing
single edge or node. A critical step in obtaining such no overlapping or minimum
overlapping frequent subgraphs is to find maximum common subgraph or maximum
independent set which itself is NP-complete.

In this paper, an optimized algorithm is presented to generate candidate subgraphs
basedon the symmetries present in a graph.This algorithmstarts candidate generation
with a frequent subgraph contrastingwith other algorithmswhich startwith a frequent

Fig. 1 Frequent subgraphs in a single graph. a Graph b subgraphs in a graph c subgraphs with
maximum and minimum overlapping
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vertex or edge. It generates candidate subgraphswithminimal overlapping subgraphs
and avoids enumeration of all subgraphs in candidate generation. The algorithm
uses symmetries present in a graph to generate candidate subgraphs. Unlike most
algorithms, this algorithm extends candidates by adding another frequent candidate
subgraph determined by the symmetry mapping of subgraph.

1.1 Our Approach

Figure 2 depicts the outline of our approach. At first, partition the vertices of graph by
identifying symmetries present (vertex triples) in the graph using graph invariants.
If the size of a part is more than specified threshold, generate first-level candidates
by enumerating the associated graph of each vertex in the part. Then apply subgraph
extension algorithm to find frequent candidates. If the part size is less than threshold
support, then identifies symmetries using vertex dual approach, label-based candi-
date enumeration to generate frequent candidates. Adjacent list is used to represent
graphs which eases the traversal of graph. Subsequent sections explain the proposed
algorithm in detail.

With this approach, firstly, we address the issue of scalability and complexity
during candidate generation. Secondly, isomorphism is almost avoided which is
required in frequency counting and duplicate candidate identification.

The rest of this paper is organized as follows. Section 2 presents the terminology
used in the problem formulation and preliminary concepts. The proposed technique to

Fig. 2 Outline of framework
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mine frequent subgraphs in a single large graph using optimized candidate generation
process is discussed in Sect. 3. We study an optimized approach of candidate gener-
ation using graph invariants is discussed in this section which are in turn use them to
find frequent patterns. Section 4 provides experimental evaluation. The related work
is reviewed in Sect. 5 and work conclusions are presented in Sect. 6.

2 Preliminary Concepts

Definition 1 Graph: A labeled graph G is denoted as (V, E, L, l), where V is a set
of vertices and E ⊆ V × V is a set of edges connecting vertices. Vertices and edges
have labels and represented with L, and a function l assigns a unique label to each
vertex of G.

Definition 2 Subgraph: Two graphs G = (V, E, L, l) and g = (V ′, E′, L′, l′). Graph g
is a subgraph of G iff V ′ ⊆ V, and E′ ⊆ E∧((v1, v2) ∈ E′ → v1, v2 ∈ V ′) and labels
of edges are identical along with corresponding vertices labels. g ⊆ G denotes that
g is a subgraph of G.

Definition 3 Isomorphism of Subgraphs: Let two subgraphs g and h, these g and h
are isomorphic iff there is an injective function f: V (g)→ V ′(h) such that ∀ v ∈ V (g),
L(v)= L′(v′) and ∀(u,v)∈ E(g)⇔ (f (u), f (v))∈ E(h) and L(u, v)= L′(f (u), f (v)).

In a large single graph setting, the problem formulation for a frequent subgraph
is defined as follows:

Definition4 Frequent Subgraph:Let input graph isG, a subgraphofG isg, frequency
threshold T, and observed frequency of g in G is f , then subgraph g is a frequent
subgraph if frequency of subgraph g is greater than or equal to given threshold T,
i.e., if f ≥ T.

The storage order of vertices in adjacency list is defined as follows:

Definition 5 Vertex order: For a vertex v, let A be the set of m adjacent vertices u1,
u2,…, um, the order of vertices u are, which satisfies the following criteria:

(1) For each uk∈ A, lbl(uk) ≥ lbl(u(k+1)), ∀ k, 1 ≤ k ≤ m
(2) For each uk∈ A, deg(uk) ≤ deg(u(k+1)), ∀k, 1 ≤ k ≤ n iff lbl(uk) = lbl(u(k+1))
(3) For each uk∈ A, lbl(u1, v) ≤ l(u2, v), ∀k, 1 ≤ k ≤ n iff lbl(uk) = lbl(u(k+1))

Definition 6 An ordered partition ¼ is a sequence {V1, V 2,…, Vp} of non-empty
subsets ofV such that {V1, V 2,…, Vp} is a partition ofV.The subsetsV1, V 2,…, Vp are
called cells of ¼. A trivial cell is with size one and discrete partition has only trivial
cells, while the unitpartition has only one cell and refers to complete symmetric
graph. An ordered partition is an equitable ordered partition iff the vertices are
partitioned based on theDefinition 5. In a regular graph, theunit partition is equitable.
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Definition 7 Vertex triple: For a vertex vwithm adjacent vertices u1, u2,…, um, vertex
triple T (v) is a string defined as: Tdv+ Tlv+ Tev, where “+” is string concatenation,
and which satisfies the following criteria:

(1) For each v ∈ A, Tlv= (lbl(u1) + lbl(u2) +… +lbl(um)), where lbl(uk) ≤
lbl(u(k+1)), for all k, 1 ≤ k ≤ m

(2) For each v ∈ A,Tdv= (deg(u1), deg(u2),… deg(um)), where deg(uk) ≥ deg(u(k+1)),
for all k, 1 ≤ k ≤ m – 1 and lbl(uk) ≤ lbl(u(k+1)), for all k, 1 ≤ k ≤ m

(3) For each v ∈ A, a sequence Tev= (lbl(u1, v) + lbl(u2, v) +… +lbl(um, v)), where
ui is the in the order of lv.

Vertex dual D(v) is a string defined as Tlv+ Tev which is composed with 1 and 3
of above.

Definition 8 Symmetry Group: Let Sym(g) denotes a group that contains all symme-
tries present in a graph g under functional composition. Symmetry of a graph g is
identified by permutation of vertices of g’s that also conserves edge relationships of
g’s, i.e., g′ = g. The Aut(g) of a graph g is the set of all automorphisms of g with
permutation composition as group operation.

Lemma 1 Given two vertices v1 and v2 with their triples T (v1)and T (v2) of a labeled
graph Gg, v1 is symmetric to v2 if and only if T (v1) = T (v2).

Lemma 2 Given two vertices v1 and v2 with their duals D(v1) and D(v2) of a labeled
graph G, v1 is symmetric to v2 with their partial associated graph if and only if D(v1)
= D(v2).

As these vertices are symmetrical, the associated subgraph of a vertex with its
adjacent vertices is also symmetrical. This symmetry property of vertices can be
used to enumerate subgraphs just by connecting an edge between subgraphs of
vertices. By this Lemma1 andLemma2, the problemofmining frequent symmetrical
nodes is equivalent to mining their corresponding subgraphs consequently candidate
subgraphs to enumerate frequent subgraphs.

3 Frequent Pattern Mining

The implementation of finding frequent subgraphs algorithm is as follows: (i) The
algorithm starts by executing partition() algorithm that partition the set of vertices
V of graph G into parts and are further refined into orbits based on the symmetry of
vertices which have vertex-transitive property. This algorithm is further explained.
(ii) Find vertex orbits whose |Sk| > f and store all associated subgraphs of vertices
as primary candidates. Here, the subgraph associated with each vertex of an orbit
becomes the candidate subgraph. (iii) These candidate subgraphs are further extended
by candgextn() algorithm to enumerate frequent subgraphs. Finally, subgraph exten-
sion algorithm candgextn() is recursively executed to find out all the frequent
subgraphs.
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A. Frequent Mining Framework

B. Partitioning

Initially, the algorithm starts by forming an equitable ordered partition of vertices
according to Definition 5, thereby extracting all the label and degree information. In
order to find symmetrical vertices, other graph theoretical information such as degree
of adjacent vertices and labels of adjacent vertices and edges are exploited. For each
vertex, v in the cell V i triple is calculated. These vertices are then divided into groups
of equal triples or duals according to the symmetry present, forming vertex orbitsVij.
The process is iterated for each cell Vi of the initial partition V. partition() algorithm
eliminates the cells that do not support the frequency threshold. As we all know that
according to the anti-monotone property, if a candidate is infrequent, its extensions
are also infrequent. Finally, the partition S, returned by this refinement procedure
contains the vertices of resultant vertex orbits that will become basic subgraphs and
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can be further extendible. At this position, a subgraph of a vertex, i.e., a vertex along
with its adjacent vertices in each orbit will return a kind of subgraph.

C. Candidate Generation and Extension

The algorithm generates candidate subgraphs by extending a frequent subgraph with
its frequent children subgraphs. In the candidate generation process, the subgraph
associatedwith a node has been discovered if the node has been identified as frequent,
and all subgraphs that its descendent frequent nodes representmust have been discov-
ered too. This process of identifying frequent nodeswith their associated substructure
is algorithmized in the next section.

In the proposed approach, the subgraph enumeration is carriedout by extending the
previously enumerated subgraphwith newly identified extendible frequent subgraph.
The input to this algorithm set Si contains only the vertices which are symmetrical
according to the Definition 6 and frequent. So each vertex v of the set Si (i.e., the
element of frequent set) can be associated to a small subgraph with its adjacent
vertices. To extend the subgraph, now check the signature of its first adjacent vertex
with other vertices first adjacent vertex. If they are same then connect the vertex
v to the subgraph of first adjacent vertex v1. Repeat this procedure until no more
matching’s found or all the vertices are visited. Execute this procedure recursively
for the next level adjacent vertices also if the extensions are possible to further
extend the subgraphs. This algorithm will return the frequent subgraphs that can be
enumerated from each vertex orbit.
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D. Frequency Count

There are two things in the candidate generation process explained in the above
section. One is the selection of candidate seeds and the other is frequency evaluation
of candidate subgraphs. The associated subgraphs of frequent vertices in an orbit are
the first level of frequent subgraphs and candidates that are to be enumerated. The
vertices in an orbit could be frequent if the size of the orbit is greater than threshold
frequency. Based on symmetry property, the frequency computation using isomor-
phism is pruned.Coming to the second step, the extension of candidates is also carried
out if their siblings are also frequent. But we have to check the occurrence of each
extended subgraph type. There we need isomorphism testing. When compared with
other algorithms, generated candidate subgraphs are promising frequent subgraphs.
The only requirement for frequency checking is type checking the candidate subgraph
is constructed by extending a parent subgraph with one frequent sibling vertex asso-
ciated subgraph. It may be a single edge or it may be another subgraph. Since the
children are also frequent, the associated subgraph can be added to generate new
candidate. But extending one of a child of all candidate subgraphs may not result
same new subgraph. At this point, we may require isomorphism testing.

4 Experimental Evaluation

The performance of optimized candidate generation for Frequent SubGraphs in a
Single Graph (FSSG) is evaluated in this section and it is extended version of [11].
Three standard data samples are employed to perform experimentation. From these,
aviation graph is very large and sparse which have number of distinct node labels.
Other two datasets are from protein interactions which exhibit high symmetry in
their nature. Datasets are described briefly.

Aviation data [12]: The aviation dataset is obtained from SUBDUE downloads.
It is actually from the aviation safety reporting system database. It contains a set of
records reported for each event of the flights. A record represents an event. Events
are plotted in terms of graphs. Nodes represent the events and labeled with event
ids. Edges represent information concern to those events. Graph consists of 100 K
vertices and 133 K edges. It is a sparse graph as on average it contains one edge per
one node.

Protein-protein interaction data [13]: It is a dataset of proteins and the interactions
between them. Database of Interacting Protein (DIP) is the source for the Saccha-
romyces cerevisiae protein interactiondata for experimental analysis. Experimentally
determined protein interactions data is provided by them. It contains 1274 protein
nodes and 3222 interactions between proteins randomly selected from dataset. Each
node corresponds to a type of protein or one of its main property and an edge repre-
sents the interaction between them. For some of interactions, protein structure is also
implemented as we are retrieving based on the symmetries.
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Another protein dataset is from DIP [14]. Various molecules collection is main-
tained. Nodes may be proteins and these proteins are extended with their original
structure. This is about 1178 proteins which are classified into 691 enzymes and
487 non-enzymes. The graph is dense when compared with aviation dataset graph
containing 285 nodes and 715 edges on average. Eighty-two various vertex labels
are present.

The performance of the proposed algorithm (fssg) with its variation (fssg-l)
based on only labels (dual) on above-mentioned datasets in comparison with the
implementation of existing approach SIGRAM [6] named gns is presented below.
Other existing algorithms employ approximate matching, sampling approach, etc.,
to retrieve patterns. The performance is compared in terms of (a) execution time
to compute frequent graphs with respect to threshold and (b) number of frequent
subgraphs found.

The performance of algorithms with respect to frequency threshold and time
for different datasets is shown in Fig. 3. In general, the execution time required to
generate frequent subgraphs at low threshold is exponential when compared with
the time required at high threshold. It happens as the amount of generated frequent
subgraphs increases exponentially when the threshold is decreasing. So that the
required time to execute also increases. The algorithm shows a linear increase in
execution time against threshold as it identifies the frequency at the time of parti-
tioning. For other algorithms, the rate of increase in runtime is exponential when
the frequency threshold decreases. Unlike other algorithms, the proposed algorithm
does not need to generate all intermediate subgraphs. Consequently, the computation
required to perform isomorphism testing for all intermediates is pruned, thus, it is
efficient.

Frequency threshold: By observing the results, the support threshold plays key
role to determine frequent subgraphs. As the threshold value decreases, there is an
exponential number of candidate subgraphs that leads to exponential runtime. An
efficient algorithm should be able to generate frequent subgraphs for lower threshold
values in an effective execution time.

Results indicate that the proposed algorithm execution time increases linearly
with the decrease in the frequency threshold in all three datasets, aviation, protein
interaction and chemical data. But at higher threshold, the algorithm takes more
time when compared with others. The reason behind it is the algorithm performs
partitioning. Partitioning computation requires certain time irrespective of threshold
that leads to good performance in lower threshold and general performance at higher
thresholds.

Symmetry: The proposed algorithm accomplishes mining frequent subgraphs by
exploiting the symmetry properties present in the given graph. Consequently, the
proposed algorithm performs well for graphs that have symmetry. For protein inter-
action and chemical set, the performance is good when compared to aviation data
with respect to other algorithms as those two datasets contain high symmetry in a
graph. Actually, traditional algorithms suffer to generate candidates for symmetrical
graphs, whereas fssg performs well shown in Fig. 4.
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Fig. 3 Performance
evaluation of algorithm
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(c) Performance on protein interaction data 

Coming to the number of frequent graphs generated during the process, all algo-
rithms show nearly similar performance except small variations because of the
process adopted to generate frequent graphs shown in Fig. 4. The proposed fssg
algorithm allows subgraphs with a single vertex or single edge overlapping in candi-
date subgraphs generation, whereas other algorithms are not. And it may show a
slight difference in the size of frequent subgraph also.
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Fig. 4 Frequency of
subgraphs
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5 Related Work

One of the first frequent substructure detection algorithms that fall under the single
input graph category, was SUBDUE, an approximate and greedy search algorithm
proposed by Cook and Holder [15]. SUBDUE finds repetitive patterns from the
graph data by using background knowledge and identifies patterns of the compressed
input graph by employing the minimum description length concept. It identifies
subgraphs that compress the original data by maximum. As a side effect, it can build
a concept hierarchy in the input data based on the substructures. Themethod has been
successfully applied to chemical compound data, CAD circuits, etc. This algorithm
is incomplete in terms of retrieving all frequent subgraphs. Later, Gb-Subdue and
Db-Subdue algorithms address the limitations of Subdue algorithm.

SIGRAM [6] is another algorithm proposed by Kuramochi and Karypis that
mines frequent subgraphs in a labeled, sparse, and single large graph. They proposed
HSIGRAM and VSIGRAM algorithms to find frequent subgraphs in breadth-first
and depth-first manner. Apriori principle is adopted in those algorithms to generate
the candidate subgraphs and MIS metric to determine edge-disjoint embeddings of a
graph. SIGRAM needs to enumerate all embedded subgraphs and it is expensive as
the computation of maximum independent set is NP-hard. The same authors devel-
oped GREW [7], a heuristic approach that find long vertex-disjoint embeddings in a
large graph. It is able to identify multiple patterns concurrently by employing heuris-
tics and maintains location of identified frequent subgraph by rewriting the given
graph. But it is unable to identify all frequent patterns. Another frequent subgraph
mining algorithm GRAMI [8], proposed byMohammed et al., identifies minimal set
of subgraphs that satisfy threshold and avoids enumeration of all frequent subgraphs.
GRAMI generalizes the concept of frequent pattern mining by allowing distance-
constrained paths in the patterns. HemappedCSP problemwith the subgraph isomor-
phism problem and solved CSP problem to find frequent subgraphs. Zhou andHolder
[9] proposed a random sampling approach for very large graphs that don’t fit in
memory. They identified frequent subgraphs efficiently in a single large graph by
sampling at random areas in graph. Other works have been proposed approaches like
NODAR [16] and G-Miner [17] based on the pattern growth approach. Although
these approaches mine completely, the discovered subgraphs are semantically very
complex and require high consumption in terms of time and computing resources.

As we all know, candidate generation, candidate extension, and isomorphism to
avoid duplicate candidates is a complex task in mining graph data. And in all the
previous works, candidate generation starts with a node or an edge. The candidate
extension also takes place by extending a single node or edge. Isomorphism of graphs
is required to find frequency and also duplicate graphs. The proposed algorithm
avoids all these costs by using invariant properties of graphs. For example, candidate
may not start with a single edge or node. But starts with a frequent node with its
associated graph which is also frequent(which satisfies the given conditions). So
the candidate seed graph may be as large as it satisfies the first-level adjacent nodes
satisfy the conditions.Andhere, only frequent nodes and edges are used for extension.
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Isomorphism is mostly avoided as we are using invariant properties for generation
and extension.

6 Conclusion

An algorithm to provide an efficient and fast computational approach to generate
candidate subgraphs in a large graph using invariants of a graph is presented in
this paper. The proposed algorithm achieves the specified outcome by exploiting
the symmetries present in a graph and makes use of them to generate candidate
subgraphs and to reduce isomorphism testing. This algorithm performs partitioning
based on signature identifies the symmetries present in a graph and make available to
enumerate frequent subgraphs faster than existing techniques. The obtained experi-
mental results confirmed the effectiveness of the proposed algorithm. This algorithm
is applicable to search structures in graph datasets for general applications. The
algorithm can also be extended to find frequent subgraphs for unlabeled graphs.
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A Utility of Ridge Contour Points
in Minutiae-Based Fingerprint Matching

Diwakar Agarwal, Garima, and Atul Bansal

Abstract The performance of any biometric matching system depends on the
features extraction of the used biometric identifier (fingerprint, face, iris, voice,
retina, etc.) during enrolment and its matching while identification. The minutiae-
based fingerprint matching systems are primarily dealing with the problem of the
resulting number of false minutiae correspondences between query fingerprint and
the template stored in the database during the identification process. This affects
the system performance and eventually decreases the fingerprint matching accuracy.
This paper presents a proposed algorithm as the solution incorporating the use of
ridge contour points (level 3) with minutiae at feature level in order to reduce the
false minutiae correspondences. The set of ridge contour points are detected in the
vicinity of the minutiae involved in the matched minutiae pairs. The false correspon-
dences are reduced by minimizing the Euclidean distance between the sets of ridge
contour points associated with the minutiae pair with the help of Iterative Closest
Point (ICP) algorithm. The fingerprint matching by utilizing the proposed algorithm
achieves high recognition accuracy and improved error rates in comparison to the
minutiae-based only fingerprint matching when applied over FVC 2006 database.
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1 Introduction

The fingerprint of an individual is described by three levels of features, namely,
level 1 which includes ridge flow and pattern type, level 2 such as ridge bifurca-
tion and ending called minutiae points, and level 3 which includes ridge dimensional
attributes such as ridgewidth, ridge deviation, pores, ridge contour, etc. [1]. In viewof
the advantages of the level 3 features, latent forensic examiners and FBI’s recent Next
Generation Identification (NGI) system work upon the extended feature set defined
by the ANIS/NIST committee CDEFFS [2]. Although level 3 features provide robust
fingerprint identification, large number of commercially available fingerprint-based
biometric machines still utilized level 2 features. During an enrollment process,
fingerprints of all legitimate users are stored as the reference (template) to form the
large database where each print is described by the set of minutiae points extracted
by the fingerprint matching system. The representation of minutiae must be rota-
tional and translational invariant since the spatial and angular alignment of the query
fingerprint may be different from the reference fingerprints of the database. During
an identification, the system extracts the minutiae set of the query fingerprint (either
genuine or imposter) and determines the correspondences with the stored minu-
tiae points of the reference fingerprints. The decision of accepting or rejecting the
query fingerprint depends on the matching score determined mathematically from
the number of total minutiae correspondences, i.e., matched minutiae pairs. These
correspondences may contain some false correspondences which could occur due to
the incorrect representation of the minutiae points. The false correspondences make
an imposter fingerprint wrongly accepted as the genuine one and a genuine finger-
print wrongly rejected as an imposter fingerprint. This leads to an erroneous decision
which may cause unfavorable conditions.

In order to reduce false correspondences, the main concept is to utilize the higher
level features in conjunction with the minutiae points. The proposed algorithm
utilizes the sets of ridge contour points as level 3 features around minutiae that
form the initial matched pairs. The Euclidean distance between two sets of each pair
is determined by applying an iterative ICP algorithm [3]. Then, the initial minutiae
matched pairs satisfying the threshold constraint are selected as the final pairs to
form the refined minutiae correspondences. The main contributions of the proposed
method are as follows: (i) Reduces the false minutiae correspondences which are the
main reason behind the disappointed fingerprint matching performance inmost of the
minutiae-based matchers. (ii) Improves the fingerprint matching accuracy through
the fusion of level 3 feature with level 2 at feature level. The proposed algorithm is
applied on FVC 2006 database [4].
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2 Related Work

Jiang and Yau [5] proposed the use of both local and global structure of the minutiae
for fingerprint alignment and matching. The local structure was defined by relating
each minutia by the neighboring minutiae and global structure was defined by the
best correspondences resulted from local minutiae matching. Tico and Kuosmanen
[6] have introduced the use of non-minutiae features as the new representation
of the minutia. Minutiae correspondences were improved by utilizing the finger-
print pattern around the minutia in addition to the minutia triplet. Feng [7] have
proposed texture-based and minutiae-based descriptors for the minutia for finger-
print matching. Later, alignment-based greedy matching algorithm was applied in
order to establish the minutiae correspondences and similarity computation. Chen
and Gao [8] have proposed the method to align two fingerprints since the main
reason behind false correspondences is the misalignment of fingerprints. The Minu-
tiae DirectionMap (MDP) of a query and template fingerprint was computed and the
transformation parameters were determined by using phase correlation between two
MDPs. Cappelli et al. [9] have introduced another approach of fingerprint represen-
tation categorizing itself as the fixed radius based local minutiae matching. Minutiae
were described by the Minutia Cylinder Code (MCC) and their local structure was
encoded to form rotation and translation invariant fixed length feature vector code.
Medina-Pérez et al. [10] have introduced the concept of m-triplet representation of
the minutia which was sensitive to the reflection of the traditional minutia triplet.
The m-triplet contains several attributes like clockwise arrangement of minutiae,
Euclidean distance between minutiae, minimum, medium, maximum distances, and
angles to rotate the direction of minutiae points.

3 Proposed Method

The main objective of the proposed method is to reduce the number of false
minutiae correspondences. Figure 1 shows the block diagram representation of the
proposed method. The query fingerprint and the template fingerprint from the system
database undergoes ridge contour extraction process and minutiae-based matcher.
The matching is performed by applying Abraham et al. [11] method. The matching
result contains the set of matched minutiae pairs where each pair is said to be an
initial minutiae correspondence. The false correspondences in the set are reduced by
using ridge contour points and initial correspondences in the ICP algorithm [3] to
generate refined minutiae correspondences.

The following steps summarize the proposed algorithm.

1. The set ofminutiae pointsMQ andMT is extracted for the given query fingerprint
Q and the template fingerprint T, respectively. The setMQ is defined by (1)

MQ = {xi, yi, θi}, i = 1, 2, . . . ,NQ (1)
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Fig. 1 Block diagram representation of the proposed method

where (xi, yi) is the spatial location, θi is the direction of the ith minutia, and NQ

is the total number of extracted minutiae in Q. The set MT is defined by (2)

MT = {
xj, yj, θj

}
, j = 1, 2, . . . ,NT (2)

where (xj, yj) is the spatial location, θj is the direction of the jth minutia, and NT

is the total number of extracted minutiae in T.
2. The matching of the minutiae set MQ with the minutiae set MT is performed.

Based on the matching results, the initial correspondences are determined
between the minutia mi ∈ MQ, i = 1, 2, . . . ,NQ and the minutia mj ∈ MT , j =
1, 2, . . . ,NT . Let there be NQT number of correspondences where each corre-
spondence is defined by the minutiae pair MPt = (mi,mj), t = 1, 2, ..,NQT .
Thus, the set of initial minutiae correspondences is defined by (3)

Cinitial = {MP1,MP2, . . . ,MPNQT } (3)

3. The ridge contour of bothQ and T is extracted by applying Jain et al. [1] method.
4. Then each minutia of the matched pair MPt is represented by the set of its

neighboring ridge contour points. For example, let the minutiae pair (ma,mb) ∈
MPt where ma ∈ MQ and mb ∈ MT be one of the correspondences in Cinitial .
The set of ridge contour points surrounding the minutia ma is defined by PQ =(
xQ, yQ

)
and the set of ridge contour points surrounding the minutiamb is defined

by PT = (xT , yT ). The coordinate (x, y)∀PQ,PT is the location of the ridge
contour point.

5. For NQT matched minutiae pairs, NQT Euclidean distances Et where t =
1, 2, . . . ,NQT between PQ and PT are computed and minimized by applying
the ICP algorithm [3].

6. The Euclidean distances Et are then compared with the pre-specified threshold
value th.

The minutiae pair from the set of initial correspondences Cinitial which has the
Euclidean distance less than the threshold value is selected to be the suitable candidate
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pair for the set of refined minutiae correspondences Crefined . For example, if MP1

and MP2 from the set Cinitial have Euclidean distance E1 and E2, respectively, less
than th, then Crefined is defined by Crefined = {MP1,MP2}.

3.1 Minutiae Extraction, Matching, and Initial
Correspondences

In this work, the task of minutiae extraction and minutiae matching to form an initial
minutiae correspondences between query and template fingerprints is accomplished
by applying the algorithm proposed by Abraham et al. [11]. It is a hybrid approach
based on local minutiae matching in which minutiae are represented by the shape
and orientation descriptors. The one advantage of using this approach is that the
contextual information provided by the ridge flow and orientation robustly handles
the spurious and missing minutiae. The following steps summarize the extraction of
the minutiae.

1. Apply global thresholding on the fingerprint enhanced image Ienh(x, y) [12] to
generate a binary image Ibin as given in (4).

Ibin(x, y) =
{
1, Ienh(x, y) > 0
0, otherwise

}
(4)

2. Applymorphological thinning operation (skeletonization) on Ibin in order tomake
binary ridges 1 pixel wide. Then each pixel p of the thinned binary image is
analyzed in its 8 neighborhood for being the minutia point. For this purpose,
Rutovitz crossing number [13] at each pixel p, i.e., cn(p) is determined by
following the Eq. (5)

cn(p) = 1

2

∑

i=1,2....8

∣∣val
(
p(imod8)

) − val(pi−1)
∣∣ (5)

where val ∈ {0, 1}. If cn = 1, then the pixel p is the ridge ending whereas if
cn = 3, then p is the ridge bifurcation. Figure 2 shows the 8 neighboring pixels of p
that are traversed in the counter clockwise direction. The fingerprint border regions

Fig. 2 Locations of 8
neighbors of the central pixel
p
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Fig. 3 Results of minutiae extraction. a Input fingerprint image 1_1 adopted from DB1-A of
FVC 2006 database [4], b fingerprint enhanced image, c binarized ridge image, d thinned image,
e minutiae points marked by red square indicators

undergoes crude filtering to remove short spurs and false minutiae. Figure 3 show
the results of the minutiae extraction steps.

Now, each minutia of the query and template fingerprint is represented by the
shape context descriptor [14] and orientation-based descriptor [6]. The shape context
descriptor utilizes the contextual information about the type of the minutiae (bifur-
cation or ending) present in the surrounding of each minutia. This information is
recorded in the polar histogram generated by representing the region around the
minutia in log-polar coordinate system. The log-polar space is divided into concen-
tric circles centred at the minutia position into equal distance bins and equal angular
bins. The orientation-based descriptor includes the information about the relative
orientation of the sampling points marked on the concentric circles with respect to
the direction of the central minutia. The example of the neighboring minutiae and
sampling points around the central minutia is shown in Fig. 4a, b.

After defining the descriptors, next task is to establish the set of initial correspon-
dences Cinitial between MQ and MT . For each minutia mi ∈ MQ and mj ∈ MT , the
setsMQ andMT undergoes through the affine transform, respectively, by using rota-
tion and distance offset where the minutiae mi and mj are involved in the matching
process. Each minutia mi of MQ is compared with each minutia mj of MT in order
to find the best matched minutia inMT .
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Fig. 4 a Log-polar space around central minutia with ‘+’ indicates bifurcation and ‘o’ indicates
ending. b Sampling points pk,l arranged in a circular pattern around the minutia point m. pk,l is the
kth sampling point at the lth concentric circle

Figure 5 shows the initial correspondences including the matched minutiae
between query and template fingerprints. Based on the number of initial matched
minutiae pair, the score between two matching fingerprints is calculated by (6)

Sinitial =
(
NQT − 0.2

(
NT − NQT

)

NT + 1

)

+
(
NQT − 0.2

(
NQ − NQT

)

NQ + 1

)

(6)

where NQT is the number of matched minutiae pairs, NQ is the number of minutiae
in the set MQ and NT is the number of minutiae in the set MT .

Fig. 5 Initial minutiae correspondences between query fingerprint 1_1 and its genuine template
fingerprint 1_5 (images are adopted from DB1-A of FVC 2006 database [3])
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3.2 Ridge Contour

According to the Jain et al. [1], the fingerprint ridge contour is used as the valu-
able level 3 information to be utilized in the fingerprint matching. In this work, the
algorithm implemented by Jain et al. [1] is applied to extract the ridge contour. The
details of the algorithm are explained below.

1. Apply the Mexican hat wavelet transform on an input fingerprint image to
enhance the fingerprint ridge details. The Mexican hat wavelet [15] is defined by
(7). The value of σ is empirically chosen as 1.32.

∇2h = −
[(

x2 + y2
)2 − σ 2

σ 4

]

e− (x2+y2)
2

2σ2 (7)

2. Subtract the output wavelet response image from the fingerprint enhanced image
Ienh of the minutiae extraction process. As a result, the ridge contour of the input
fingerprint image gets further enhanced. Then, the binarization is performed on
the resultant image by applying the global thresholding method.

3. Determine the 2D convolution of the binarized image and the filter H =
[0, 1, 0; 1, 0, 1; 0, 1, 0] to locate the neighboring edge points of each pixel of
the binarized image. The pixel of the convolved image is set to binary ‘1’ if it
holds the value of 1 and 2 to form the ridge contour image. Figure 6 show the
results at various steps of the algorithm.

3.3 Refined Correspondences

The refined minutiae correspondences are derived from an initial correspondences
by utilizing the fingerprint ridge contour. For the given matched pair (ma,mb) where
ma ∈ MQ and mb ∈ MT , let (xa, ya) and (xb, yb) be the spatial coordinate of the
minutiae ma and mb, respectively. Consider the region of size 31 × 31 centred at

the position ( xa+
−
x

2 ,
ya+

−
y

2 ) associated with ma and the region of same size centred at

the position ( xb+
−
x

2 ,
yb+

−
y

2 ) associated with mb. For ma, the (
−
x,

−
y) is the mean value of

the spatial coordinates of the minutiae in the set MQ and for mb, the (
−
x,

−
y) is the

mean value of the spatial coordinates of the minutiae in the set MT . Generate the
sets PQ and PT of the ridge contour points from the ridge contour image within the
associated region of ma and mb. The ICP algorithm [3] is then applied to minimize
the Euclidean distance between the setsPQ andPT which results to the final distance.

Therefore, for NQT matched pairs, NQT distances Et, t = 1, 2, . . . ,NQT are
obtained. These distances are then compared with the specific threshold value th.
In this work, the value of th is considered as the mean value of Et . The matched pair
with the Euclidean distance between its associated set of ridge contour points less
than th is ensured to be a part of the set of refined correspondences Crefined as shown
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Fig. 6 Results of ridge contour extraction. a Input fingerprint image same as in Fig. 3a, b fingerprint
enhanced image, c Mexican hat wavelet response image, d image after subtraction, e binarized
image, f fingerprint ridge contour

in Fig. 7. Based on the refined minutiae correspondences, the new score is defined
by (8).

Fig. 7 Refined minutiae correspondences derived from initial correspondences of Fig. 5
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Srefined =
⎛

⎝
NQT
R − 0.2

(
NT − NQT

R

)

NT + 1

⎞

⎠ +
⎛

⎝
NQT
R − 0.2

(
NQ − NQT

R

)

NQ + 1

⎞

⎠ (8)

where NQT
R is the number of matched minutiae pairs in the set of refined minutiae

correspondences.

4 Experimental Results

The efficacy of the proposed method is evaluated by observing the performance of
the minutiae-based matcher in two cases. Case 1: the fingerprint matching without
using ridge contour points and Case 2: the fingerprint matching utilizing the ridge
contour points.

4.1 Database Description

The FVC 2006 database [4] includes four fingerprint databases DB1, DB2, DB3, and
DB4 collected from electric field sensor, optical sensor, thermal sweeping sensor, and
SFinGe v3.0, respectively. Each database contains 12 samples of each 150 distinct
fingers, i.e., 1800 fingerprint images. Each database is partitioned into two sets A and
B, namely, DB1-A, DB1-B; DB2-A, DB2-B; DB3-A, DB3-B, and DB4-A, DB4-B.
The set A of each database contain the fingerprints of first 140 fingers, i.e., 1680
fingerprint images. The set B contain the fingerprints of last 10 fingers, i.e., 120
fingerprint images.

4.2 Fingerprint Recognition

The performance of the proposed method is evaluated on the FVC 2006 DB1-A
database. The following matches are carried out for the above mentioned two cases:
Genuine match: Each sample is matched against the fingerprint samples of the same
finger (excluding symmetric matches), thus total matches are equal to 9240 genuine
tests. Imposter match: The first sample of each finger is matched against the first
sample of other fingers; thus, total matches are equal to 9730 imposter tests.

The scores Sinitial and Srefined lies in the closed interval [0, 100]. The score ‘0′
means ‘no match’ and the score ‘100’ means ‘full match’. The decision of either
accepting or rejecting the query fingerprint is made at an estimated threshold value.
The query fingerprint is accepted if the fingerprint matching score is greater than the
threshold value otherwise, it is rejected. Due to the appearance of the false minutiae
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correspondences, there may be the possibility that the genuine score falls below the
threshold or the imposter score exceeds the threshold. This erroneous decision by the
fingerprintmatcher is quantified byFalseRejectionRate (FRR) andFalseAcceptance
Rate (FAR). The FRR is determined from the scores obtained from genuine tests and
it is defined as a fraction of positive scores falling below the threshold. The FRR is
given by (9)

FRR(%) = FN

TP + FN
= Genuinescorefallingbelowthethreshold

Allgenuinescores
(9)

where FN is False Negative and TP is True Positive. The FAR is determined from
the imposter tests score and it is defined as a fraction of negative scores exceeding
the threshold value. The FAR is given by (10)

FAR(%) = FP

FP + TN
= Imposterscoreexceedingthethreshold

Allimposterscores
(10)

where FP is False Positive and TN is True Negative.
Figure 8 shows the FAR, FRR curves plotted against the threshold values for

the case 1 and case 2. The best matching result is obtained at the threshold value
at which the FAR and FRR curves intersect. In case 1 (see Fig. 8a), the threshold
value is observed as 1.2 and at this threshold the FAR is 64.6%. Figure 9a shows
that after applying the proposed method, in imposter fingerprint matching the total
number of matched minutiae pairs are reduced due to the reduction in false minutiae
correspondences. This reduction shifts many imposter scores below the threshold
value, therefore at the same threshold value the better FAR, i.e., 30.85% is observed
in case 2 as shown in Fig. 8b.

Fig. 8 FAR, FRR curves, a case 1 (without ridge contour points), b case 2 (with ridge contour
points)
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Fig. 9 ROC curves for case 1 and case 2

Table 1 FRR, FAR, EER, ACC at the threshold value of 1.2 for the case 1 and case 2

Cases Threshold value FRR (%) FAR (%) EER (%) ACC (%)

Case 1 (without ridge
contour)

1.2 64.84 64.60 64.72 35.28

Case 2 (with ridge
contour)

1.2 63.91 30.85 47.38 52.62

At the observed threshold value, the equal error rate EER and the matching accu-
racy ACC are also calculated which are given by (11) and (12), respectively. Table
1 show the values of FAR, FRR, EER, ACC at the threshold of 1.2 for the two cases
considered in this paper.

EER(%) = FRR + FAR

2
(11)

ACC(%) = 100 − EER (12)

Figure 9b show the Receiver Operating Characteristic (ROC) curve of two cases.
By utilizing the ridge contour points, the fingerprint matching accuracy reaches
52.62% (EER 47.38%) in case 2 which is 17.34% more than the matching accuracy
of 35.28% (EER 64.72%) in case 1. This result shows that the ridge contour (level
3 features) information when utilized with level 2 features (case 2) improves the
matching performance of the minutiae-based fingerprint matcher (case 1).
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5 Conclusion

This paper presented the proposed method as the solution to the problem of false
minutiae correspondences that arises during the fingerprint matching. The proposed
method utilized the ICP algorithm to minimize the Euclidean distance between the
set of fingerprint ridge contour points associated with the initial matched minutiae
pair. The matched pair was subjected to the set of refined correspondences if it
fulfilled certain criteria of thresholding otherwise, retained from the refined set. The
experimental results so achieved are remarkable and proved the usefulness of finger-
print ridge contour as level 3 features in reducing false minutiae correspondences.
The use of ridge contour points improved the matching accuracy of the minutiae-
based fingerprint matcher in comparison to the matching without ridge contour. As
advancement in future aspect, fingerprint ridge dimensional attributes such as ridge
width and ridge deviation could be determined from the fingerprint ridge contour.
Such extended level 3 features could aid the forensic investigators in developing the
robust latent fingerprint matcher.
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Architecture
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Abstract Developing prototypes for systems with custom chips is the most recent
advancement in accelerator-centric architectures. The development of such prototype
is a challenging task but with the emergence of new open-source software’s and
hardware’s help in addressing this challenge to an extent by reducing implementation,
design and effort. With increasing utility of Artificial Intelligence (AI) in various
applications, there are great benefits to be reaped from faster training and computation
of neural networks. The objective of this research is to develop an open-source
architecture for acceleration of AI applications. We studied in detail the existing and
available AI accelerators, and understood their key features. Their key functionalities
were incorporated in the design of the VeNNus processor. This paper describes
the architecture of the VeNNus processor, which uses the RISC-V Instruction Set
Architecture (ISA). RISC-V ISA offers benefits such as flexibility, lower costs and
high efficiency. However, to further improve the performance and energy efficiency
of our Artificial Intelligence (AI) accelerator, 16 custom vector instructions were
added in extension to the RISC-V ISA. The VeNNus processor includes redundant
Arithmetic-Logic Units (ALUs), and uses quantization of training weights to 8-bit
integers to deliver better performance, driving higher throughput. With the processor
using vector instructions and quantization, we anticipate good acceleration of deep
neural networks. The vital benefits and challenges faced with the RISC-V instruction
set are described in this paper.
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1 Introduction

The main research directions in the computer architecture field is the building of
prototypes with custom-designed chips and systems [2, 8, 11, 17]. The principles
can be validated by the development of prototypes and this helps to measure the
system performance, efficiency, and to gain intuitions about the issues present in
physical designs, and this in turn provides a direction for future research. The devel-
opment of new prototypes is the base for new research directions. The increase in the
need of accelerator-centric architectures has led to the development of new proto-
types with dark silicon [4, 9, 10, 12, 15, 16, 18]. The mix of both programmable
and specialized accelerators is implemented in these architectures. The design of
prototypes with custom-designed chips is a tedious and challenging task. It takes
almost months to get access to a reasonably modern technology node and that can
require months of legal negotiation. The extension of the existing instruction set
is legally prohibited due to licensing issues and this leads to the development of
new instruction sets which is a really difficult task with a huge amount of effort.
As mentioned above, modification is prohibited in the processor cores and this will
lead to the need of developing, verifying, testing, and implementing general purpose
processor cores. The prototypes developed can be either a board design or a FPGA,
and to evaluate them there is a need of a system-level hardware infrastructure, and
this task is a doable task. For the development of open-source hardware and software
ecosystem, a new open-source instruction set RISC-V architecture (ISA) is serving
as the base [1, 14]. This ecosystem includes the RISC-V ISA specification; on-chip
networks (OCN) specifications; a complete software stack for both embedded and
general purpose computing; various RISC-V processor and OCN implementations;
and system-level hardware infrastructure for RISC-V processors. RISC-V ecosystem
is not an effective solution for solving all the challenges in building research chips
in academia, but it can to an extent help in reducing the design, implementation, and
verification effort required for building accelerator-centric prototypes. A complete
off-the-shelf RISC-V software stack (e.g., binutils, GCC, newlib/glibc, Linux kernel,
Linux distributions) enables rapidly bringing up initial workloads on new prototypes
before modifying and/or extending this software. The image applications like classi-
fication, identification, detection, and localization tasks are nowwidely implemented
using Convolutional Neural Networks (CNNs).

In order to make the CNN effective, the hardware modifications are needed for
accelerating the process. The pervious works are mainly focused on the requirement
of large traditional on and off chip memories for storing the activation values and the
weights and carefully hand-crafted digital VLSI architectures [3, 5, 19]. Binarized
Neural Networks (BNNs) have demonstrated that initial weights and activations (i.e.,
+1,−1) can, in certain cases, achieve accuracy comparable to full-precision floating-
point CNNs [6, 7, 13]. In this paper, we develop the design of VeNNus for hardware
acceleration of CNN training and computations.
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2 Related Work

To derive our own architecture to accelerate AI computations, we first studied and
analyzed the existing AI accelerator architectures. These architectures gave us an
insight into the working of the chips.

2.1 Radeon Instinct MI25

Radeon Instinct MI25 accelerator is a training accelerator, which uses AMDVega 10
GPU architecture for large-scale machine intelligence and deep learning. The perfor-
mance offered is 24.6 TFLOPS of FP16 and 12.3 TFLOPS of FP32 peak performance
through its 64 Next-generation Compute Units (NCUs) with 4096 stream processors.
The instruction throughput can be improved by combing with higher clock speeds.
NCU array is capable of 13.7 teraflops of single-precision arithmetic throughput.
The programmable NCUs at the core of “Vega” GPUs have been developed with
a feature called Rapid Packed Math. With mixed-precision support, “Vega” can be
used to improve the speed of the higher precision operations while maintaining full
precision for the ones.

2.2 NVIDIA Tesla V100

Tesla V100 differentiates itself from other AI accelerators like Radeon Instinct
MI25 by including dedicated Tensor cores. Tensors are data structures used in linear
algebra, and like vectors and matrices, all arithmetic operations can be performed
with tensors. On the chip dye, there are 672 tensors cores-8 per streaming multipro-
cessor, and there are 84 SMs in total. The 84 Volta SMs contain FP32, INT32, FP64,
8 Tensor cores, and 4 texture units. Along with the new SIMT threads that remove
the limitation of current SIMT and SIMD, the mixed processing Tensor cores deliver
12X TFLOPS. Tensor core in NVIDIA Tesla operates on a 4× 4 matrix performing
matrix multiplications and neural network training. To enhance the performance,
Tesla has a single memory block with combined data cache and shared, thereby
giving low latency and higher bandwidth.

2.3 Google Tensor Processing Unit (TPU)

Google’s TPU delivered 15-30X higher performance than contemporary CPUs and
GPUs. TPU is ideal for training deep neural networks since it effectively addresses the
bottlenecks that increase the training time for neural networks. Major breakthrough
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in performance in TPUs was brought by the concept of quantization. TPU contains
65,536 8-bit integer multipliers, in contrast to few thousand 32-bit floating-point
multipliers on other GPUs. By this quantization, we can speed up the processing
by 25 times. There are places where Google TPU takes an approach contrary to
other CPUs and GPUs. For example, the basic TPU instruction set is the Complex
Instruction Set Computer (CISC). A CISC style design focusses on implementing
high-level instructions that run more complex tasks. TPU also uses the concept of
a systolic array where the result after computation is directly passed on to the next
ALU, instead of being written back to the register each time. To compute hundreds
of operations (matrix operations) in a single clock cycle, they designed MXU or the
matrix processor. In order to reduce the power utilization and also to have a noticeable
increase in throughput during all the massive matrix multiplications the intermediate
results are passed directly between the ALUs without any memory access.

2.4 Shakti I Class Processor

Shakti processors are open-sourceRISC-Vbased high-performance cores. Their SoC
configuration is mainly applied to parallel high-performance computing system and
analytics of the workloads. The high-performance cores can be a combination of C
or I class, single thread performance driving the core choice. I-Class processor has
features which are mainly performance oriented like multithreading, non-sequential
execution, pipelining, etc. The I-Class processors are targeted at the compute, storage,
and networking the mobile and networking segments with target operating range
between 1.5 and 2.5 Ghz. Much of our design is largely inspired by the Shakti I class
processor.

2.5 LA Core

Linear Algebra is the foundation of High-Performance Computing (HPC). LACore
design addresses the numerous shortcomings of modern accelerators like memory
transfers, sequential mode and synchronization bottleneck. LACore instruction set is
basedon theRISC-V ISAwith 68new instructions to incorporate faster operations. Its
execution units were thus designed to be mixed precision systolic data path, having
memory units to read and write data streams to the data path FIFOs. To enhance
computational performance, LACore has 8 parallel VecNodes and reduction units
that form a binary tree with 7 ReduceNodes and one AccumulateNode. Owing to
these optimizations, LACore significantly outperforms the x86. RISC-V and GPU
for linear algebra applications.



VeNNus: An Artificial Intelligence Accelerator … 291

2.6 Key Inferences

The key features and the working of the above accelerator chips were thoroughly
analyzed and have inspired various elements of our VeNNus processor. The Radeon
Instinct MI25 uses mixed precision which can accelerate operations which have no
benefit from higher precision. This inspired us to think of performing operations
such that lower precision is used, thereby reducing the memory overhead and accel-
erating computations. NVIDIA Tesla V100 contained separate FP32, INT32, FP64
and Tensor cores in their streaming multiprocessors, motivating us to think about
how we would accelerate tensor operations in our processor (Fig. 1).

Google’s TPU showed that in training deep neural network and performing neural
network predictions, quantization can achieve 25X the previous performancewithout
compromising the accuracy by more than 2. LACore showed the benefits of incorpo-
rating customvector instructions, since theywere able to outperformx86 andRISC-V

Fig. 1 Proposed architecture
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on major benchmarks relating to linear algebra operations. This inspired us to think
of incorporating vector instructions in extension to those provided in the RISC-V
ISA. Lastly, Google TPU and LACore motivated us to employ a systolic array data-
path in our processor, since systolic datapaths are able to reduce the memory access,
thereby increasing throughput.

SinceRISC-V InstructionSetArchitecture (ISA) does not currently support vector
instructions, VeNNus processor would be saddled by the same problems encountered
with the conventional exploitation of Instruction Level Parallelism (ILP). The limits
to the conventional Instruction Level Parallelism are

• Pipelined clock rate: during certain cases, an increase in clock rate will have an
effect on the Clocks Per Instruction (CPI)

• Instruction fetch and decode: In certain situations, the fetching and decoding of
more instructions in a single clock cycle is difficult.

• Cache hit rate: Both long-running (scientific) programs that have very large data
sets accessed and continuous data streams (multimedia) have poor locality.

Using vector instructions solves many of the above problems. Some properties
include

• The results are independent of each other. The longer pipeline and compiler
ensuring no dependencies ensures high clock rate.

• Vector instructions make memory access with the help pattern recognition, amor-
tization of memory latency over large number of elements. No data caches might
be required.

• Single vector instruction has the advantage of few instruction fetches but at the
same time the work involved is high.

Due to the above-mentioned properties, vector instructions also have many
advantages. In a nutshell they are

• They are independent, use same functional unit, access contiguousmemorywords,
and exploitation of the high memory bandwidth.

• Scalable: The performance is linearly proportional to the availability of hardware
resources

• Compact: Single instruction for the effective representation of n operations.
• Expected high performance and multimedia ready.

For these reasons, we have a few custom vector instructions which we would
include, based on computation requirements of training convolutional neural
networks. There are three main operations to be done on each neuron of the neural
network. They are

• Signal strength obtained from the product of input data (X) with weights (w)
• Aggerate of all the results to a single state is done.
• After aggregate operation the activation function (f) such as Rectified Linear Unit

(ReLU) or Sigmoid or SoftMax or tanh to get the activity of neurons.

Supported instructions incorporated in the processor are as follows:
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Table 1 Comparing existing AI accelerating architectures and VeNNuS

Radeon instinct
MI25

NVIDIA Tesla
V100

Google tensor
processing unit
(TPU)

LA core Proposed VeNNus

Performance of
mixed precision
is very good.
No benefit from
higher precision

Dedicated tensor
processing cores
improves
performance

Neural Network
prediction and
quantization
improves
performance
greatly

Uses custom
vector
instructions to
improve
performance

Lower precision is
used for
operations.
Dedicated FPGA
elements for
performance are
used. Similar to
TPU uses neural
network
prediction. Custom
vector instructions
are added to
RISC-V ISA for
improved
performance like
LA core

• 53 RISC-V instruction
• Custom vector memory instructions: (2) VLD—vector load
• VST—vector store
• Custom vector integer instructions: (5) ADDV, VADDI—addition
• SUBV—subtraction MULV—multiplication DIVV—division
• SLLV—shift
• Custom vector floating-point instructions: (5) ADDVF, VFADDI—addition
• SUBVF—subtractionMULVF—multiplicationDIVVF—divisionSLLVF—shift
• Custom vector conversion instructions: (6) HICVTVF—integer to float (half

precision) SICVTVF—integer to float (single precision) DICVTVF—integer to
float (double precision) HCVTVF—float to float (half precision) SCVTVF—float
to float (single precision) DCVTVF—float to float (double precision) (Table 1)

3 Working and Implementation

The VeNNus processor is aimed at performance seeking machine learning and arti-
ficial intelligence applications. The processor has been designed using Bluespec
System Verilog (BSV) with modularization to enable us to modify the parts of the
design with ease. It features a pipeline of 8 stages—Fetch, Decode, Map, Wakeup,
Select, Drive, Execute, and Commit, where each of the stages take utmost a single
cycle to execute. VeNNus supports standard RISC-V ISA instructions and we also
have incorporated our own 16 custom vector instructions to speed up the matrix
computations used in artificial intelligence applications. To speed-up the execu-
tion, instructions are issued to the execution units in out-of-order fashion, but are
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committed in-order. Register renaming or mapping is done through amerged register
file approach. It stores both the architectural register values and the speculated values.
With a total of 96 registers of which 32 are architectural registers and 64 are physical
registers. A buffer (register alias table) maintains themap from architectural registers
to physical registers. The type of Branch Predictor used for speculative branching
is the Tournament Branch Predictor. Tournament Branch Predictor has Bimodal and
Global predictors that contend between each other. Current design uses 5 Arithmetic
and Logical Units, a single Branch Unit and Load Store Unit. The parametrized
I-Cache and D-Cache use physical address for both index and tag. The cache is
parametrized in terms of size of the cache, associativity and the number of blocks
within a cache line.

3.1 Branch Predictor

The branch predictor used is a Tournament Branch Predictor that uses two branch
predictor models: bimodal and global branch predictor. Both are 2-bit branch predic-
tion models and have a branch predictor table of length 15 which stores a tag of 60
bits. The branch predictor table gets the actual jump data, whether branch is taken
or not and PC value if taken, as training data from the branch unit. The training
data obtained from branch unit is updated in the Branch Target Buffer (BTB), i.e.,
tb_branch_addr and tb_tag. For every Program Counter (PC) sent by the fetch unit,
based on the slot indexed in rg_select, one of the two branch predictors is selected
for prediction. Branch predictor module returns predicted PC and prediction status
(branch taken or not) to fetch unit.

3.2 Instruction Fetch

The fetch module receives revert_back_end and revert_front_end from the main
module. These are flush signals which when activated, fetch module that will be
reverted to initial state and abandon its current operation. The fetch module is Dual
Fetch. In this module, the program counter is read from rg_program_counter and
the next PC is assumed to be rg_program_counter + 4 (Dual Fetch). Thus two
instructions are received from instruction-cache as 64-bit packets. Each set of PC,
instruction and prediction status are queued into a FIFO. If the prediction of PC
in rg_program_counter recorded is taken, then data queued in ff_fetch_1 is tagged
invalid. This module receives a pair of predicted PCs from Branch Predictor module.
If any one of the first two PCs is predicted to be taken or PC in rg_program_counter
is found to be not aligned with double word, rg_program_counter is updated
with second of the two predicted PCs from Branch Predictor module. Otherwise
rg_program_counter is updated with the other.
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3.3 Decode Stage

It imports Prf_decoder which implements a function (a combinational block) that
returns data of Decoded_info_type. This function identifies the types and subtypes
of instructions for each functional unit. For Memory type instructions Prf_decoder
identifies if it is load instruction or a store instruction, for Arithmetic instructions
Prf_decoder identifies if it is a single cycle instruction, or a multiply instruction or
a division instruction and for a Branch instruction it identifies if it is conditional
or unconditional. The function also isolates the register addresses and immediate
values encoded in the instruction. The data returned bymodule is queued into a FIFO
of type Decoded_instruction. Prf_decode receives revert_back_end,evert_front_end
from the topmodulewhich act as flush signals. JAL (anunconditional branch) instruc-
tions are executed in the decode phase. The module Prf_decode returns PC which
is calculated from immediate for JAL instruction to Prf_Fetch. Then Prf_Decode
queues information into the FIFO later dequeued by Prf_Map.

3.4 Map Stage

ThemodulePrf_MAPdoes not consist of any storage structures or registers. It gets the
decoded instruction dequeued from Prf_decode. The destination register address is
assigned a newvalue by dequeuing fromFRQat head. Based on the register addresses
from decode stage, this module maps source operand addresses from fRAM. When
a pair of instructions are dequeued from decode stage, each of the instruction’s
destination register address is renamed. The registers address that are available at
the head of the Free Register Queue (FRQ) are assigned as instruction destination
register. This module marks an instruction operand ready if there is a broadcast from
functional unit to same register or if the value in corresponding register is valid. After
collecting the operand information this module fills the Instruction Queue entries at
tail.

3.5 Grant and Select

This module consists of 8 FIFO units. There are two sets of four FIFOs each. Each
FIFO in a set corresponds to a functional unit (4 ALUs, 1 load-store, 1 branch). Based
on the priority encoder each entries and grants obtained from the functional units
are selected from the Entry Reorder Buffer (EROB) and are enqueued to Data Read
FIFOs (one of the two sets of FIFOs). In the next pipeline stage data is dequeued from
the FIFOs. The operand values are read from Physical Register File and appended to
the dequeued data. The operand values are later read from register file and queued
in next set of 4 FIFOs called Payload FIFOs. The data read from Payload FIFOs are
sent to functional units as inputs.
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3.6 Commit Stage

Themodule Prf_commit does not have any storage structures or registers or FIFOs. In
case ofwrong branch prediction flush signals are activated and the instruction commit
is aborted. When an instruction commits, the physical register address assigned
to destination register (architectural register) of the instruction is copied to corre-
sponding slot in rRAM and the entry in the EROB is tagged invalid and head pointer
is incremented. The value that is being replaced is queued at the tail of FRQ. In case
of flush, the data in rRAM is copied to fRAM.

3.7 Instruction Queue

Themodule Prf_instruction_queue has six storage structures, two large storage struc-
tures and four small ones (Bool type). Entry Reorder Buffer (EROB) allocates
data as soon as it is dequeued from decode stage. It consists of 16 entries each
of Entry_rob_type. imm_buf and allocates immediate value in the instructions if
valid. It consists of eight entries and each of Imm_buf_type. It has six other storage
structures each of 16 entries and of Bool type.

3.8 FRam

The module Prf_fRAM contains an array of registers of length 32 and stores a 6 bit
value which corresponds to index of a physical register file. This module stores the
mapping of destination registers of instructions which are just decoded. At the time
of exception all the entries in the fRAM are flushed.

3.9 RRam and FRQ

This module Prf_rRAM has array of registers similar to that of fRAM but its func-
tionality in the processor is different from that of fRAM. This module storesmapping
of destination registers of instruction that are just committed. When an instruction
commits, the value in rRAM which is being replaced is sent to FRQ. The module
Prf_FRQ has an array of registers of length 64 each store 6-bit value. There are two
more registers to indicate head and tail of the queue each of 6 bits. This module
indicates the number of free registers which can be used for register renaming.
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4 Performance and Analysis

As stated above, increase in performance of the VeNNus processor with existing
RISC-V ISA will be limited with scalar operations. To improve performance and
scalability, we have incorporated 16 custom vector extensions to RISC.

4.1 Benchmark

For the purpose of evaluating the proposed work, from the LinPack Bench MatMul
is considered. We have customized this matrix multiplication for RISC-V processor
and further analysis is done. Various matrix sizes are considered for the analysis
purpose.

4.2 Analysis Explanation

Let us say we have the most basic, three-layer neural network of each a input layer,
hidden layer, and output layer, respectively. The number of neurons in the three layers
are given as (2, 3, 1). For training three neurons of the hidden layer, there are three
steps of training involved, as shown below. There will be six total multiplications
and six additions. The scalar code execution is

Step 1: Multiplication (Find product of inputs with their corresponding weights) 
MOVI R0 = 6 1 
MOVA R1 = A      1 
MOVA R2 = B      1 //A, B: Input and weights  
MOVA R3 = C      1  
X: LD R4 = MEM[R1++]  2 //Auto-increment addressing  
LD R5 = MEM[R2++]       2 
MUL R6 = R4 * R5       2 
ST MEM[R3++] = R6       2 
DECBNZ –R0, X       2 //Decrement, branch if NZ Number of cycles  

required:  
4 + 6*10 = 64 cycles 
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Step 2: Addition (Sum the products) 
 MOVI R0 = 6 1  
MOVA R1 = C         1  
MOVA R2 = C         1 //C: Products from Step 1 
MOVA R3 = D         1 //D: Store the sum of products 
X: LD R4 = MEM[R1++]     2 //Auto-increment addressing  
LD R5 = MEM[R2+3]          2 
ADD R6 = R4 + R5         2  
ST MEM[R3++] = R6          2 
DECBNZ –R0, X         2 //Decrement, branch if NZ Number of cycles 
required: 4 + 6*10 = 64 cycles 

Step 3: Activation function based on user choice (from sigmoid, ReLU and tanh)
is applied on the sum obtained in Step 2. Thus, excluding step 3 we can see that the
normal scalar code will take 128 cycles to train the hidden layer.

We will compare this with vector execution time. The vector code execution is

Step 1: Multiplication (Find product of inputs with their corresponding weights) 
MOVI VLEN = 6 1 
MOVI VSTR = 1 1 
VLD V0 = A 1 //A, B: Input and weights 
VLD V1 = B 1 
MULV V2 = V0 * V1   2 //Considering 4 ALUs  
VST C = V2 2  //C:   
Store the products 
Number of cycles required: 4 + 4 = 8 cycles 

Step 2: Addition (Sum the products) MOVI VLEN = 6 1 
MOVI VSTR = 1 1 
VLD V0 = C 1 
VLD V1 = D 1 
ADDV V2 = V0 + V1  2 //Considering 4 ALUs 
VST E = V2 2 //E: Store the sum of products  
Number of cycles required: 4 + 4 = 8 cycles 

Step 3: Activation function based on user choice (from sigmoid, ReLU, and tanh)
is applied on the sum obtained in Step 2. Thus, excluding step 3 we can see that the
vector code will take only 16 cycles to train the hidden layer. Therefore, we can see
that there is a tremendous reduction in training cycles (16 cycles compared to previous
128 cycles) of the neural network for the hidden layer. This is an improvement of
87.5% in speed over scalar code execution for training the hidden layer. Although
this is an example training scenario for a very basic neural network, and similar
performance gains are anticipated on actual implementation.

In the proposed VeNNus, customized accelerator allows efficient parallel
processing of execution which in-turn improves energy efficiency. In future,
experimental analysis of energy efficiency will be included.
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5 Conclusion and Future Scope

The need accelerator-centric architectures have led a rapid growth in the development
of new research ideas in this field. Unfortunately, building such research prototypes is
challenging due to licensing issues, but the emerging RISC-V open-source software
and hardware ecosystem can partly address this challenge. RISC-V is simple and
enables us to deliver world-class TeraFlop levels of computing without needing to
resort to proprietary instruction sets, this in turn increases the availability of the
software. Taking inspiration from existing AI accelerators such as Radeon Instinct
MI25, NVIDIA Tesla V100, Google’s TPU, Shakti I class processor and LACore,
we were able to successfully design the architecture for our own VeNNus processor,
which uses the RISC-V ISA. RISC-V ISA offers benefits such as flexibility, lower
costs, and high efficiency. In order to increase the energy efficiency and performance
of our AI accelerator, 16 custom vector instructions were added in extension to the
RISC-V ISA. The VeNNus processor includes redundant Arithmetic-Logic Units
(ALUs) and uses quantization of training weights to 8-bit integers to deliver better
performance, driving higher throughput.

RISC-V community has been ideating on the inclusion of proposed vector instruc-
tions in the ISA; however, they haven’t been included in the ISA yet. The RISC-V
Vector Extension can have some interesting features. A vector register file can be
deployed for different data types and different sizes, and it can provide an additional
support for different data shapes in vector registers such as scalar, vector, and matrix.

As future work on the VeNNus processor, we would implement the design on
an FPGA and boot it with Ubuntu LTS. Further, we would run multiple artificial
intelligence applications to observe the training time reduction of the convolutional
network. This would be a test for our processor and prove to be real indicator of
the performance improvement. We have thought about two ways of scaling our
architecture. First option is to have redundant FPGAs with the same architecture
as VeNNus for parallel processing. Second option is to use Spark for distributing
workloads. Thus, getting the architecture from the drawing board to the hardware
and running AI applications on it would be the course of future work.
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DDoS Attack Detection in SDN Using
CUSUM

P. V. Shalini, V. Radha, and Sriram G. Sanjeevi

Abstract Software Defined Networking (SDN) is a network paradigm which sep-
arates the control plane from data plane. Due to this separation, SDN gives the
advantages of programmability, flexibility, and centralized control to the network.
However, SDN requires communication between the data plane and control plane,
which may create a bottleneck in the network due to limited bandwidth. In addition,
there may be a possibility of an attack over centralized controller. Because of the
abovementioned requirement and issue, SDN may be a victim of DoS/DDoS attack.
In this paper, detection of DDoS attack is carried out by periodically monitoring TCP
handshake packets. It is based on TCP protocol behavior. It applies the cumulative
sum (CUSUM) algorithm to detect change point in number of half-open connections.
It is implemented in the controller. We have compared our work with existing DDoS
solutions with CUSUM and shown that our method gives better results.

Keywords SDN · DoS · DDoS · TCP

1 Introduction

Software Defined Networking (SDN) is a three layered architecture consisting of
the data plane, the control plane, and application layer. The openflow protocol [4]
allows communication between control plane and data plane and makes network
manageable from centralized controller.
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The downside of SDN is that all the security threatswhich are present in traditional
networks also exist in SDN. In addition to that communication requirement between
switch and the controller could be exploited to launch a DoS attack by exhausting
link bandwidth and memory at the switches and controller. One of the popular DoS
attacks include TCP-based SYN flood, which exploits network resources. These
attacks are a severe threat to SDN as they quickly exhaust the content addressable
memory (CAM) of switches and bandwidth between switches and the controller.
In this paper, we represent the three messages exchanged during TCP handshake
[11] as SYN, SYN+ACK, and ACK. Also use I Pdst , I Psrc, Dstport , Srcport ,
seqno, and ackno to represent destination IP address, source IP address, destination
port, source port, sequence number, and acknowledgement number in packet header,
respectively. The client sends the SYN packet to initiate the connection with server.
When server receives the SYNpacket, it replieswith a SYN+ACKpacket. The I Pdst
of SYN+ACK =I Psrc of SYN, Dstport of SYN+ACK =Srcport of SYN. Also
ackno of SYN+ACK= seqno +1 of SYN. When client receives SYN+ACK packet,
it replies with ACK packet, to complete the connection establishment process. The
I Psrc, I Pdst , Srcport , Dstport of SYN andACK packets are same. The seqno of
ACK= seqno + 1 of SYN and ackno of ACK= seqno + 1 of SYN+ACK. By using
these properties, we distinguish the ACK from other acknowledgement packets.
Also, for the SYN packet to find the corresponding SYN+ACK and ACK. In case,
SYN packet does receive either SYN+ACK or ACK packet, such connections are
incomplete or half open.

The statistical techniques detect the DDoS attack in very less time compared to
other techniques likemachine learning techniques, but still, there are some challenges
in them like Chi-square test method is a hypothesis test that predicts a DoS attack.
But it does not address the challenges like identify the host under attack [5]. The
entropy techniques proposed by [12] are good at detecting DoS attack, only when a
single host in the network is under attack. The CUSUM algorithm is used for DDoS
detection. The advantage of CUSUM is that it can detect small shifts in the mean of
the parameter used in the algorithm [13]. In this paper, we focus on SYN flood. Our
method applies statistical cumulative sum (CUSUM) algorithm for early detection of
a DoS attack. Our model considers all three messages of TCP three-way handshake,
and also considers the RST and FIN packets. It is further explained in Sect. 3.1.

The rest of the paper is structured as follows: Sect. 2 describes related work. The
proposed solution is described in Sect. 3. Section4 presents the experimental setup.
The evaluation results are given in Sect. 5. Section6 gives the conclusions.

2 Related Work

We have reviewed the papers that used CUSUM algorithm for DDoS detection. The
detection method in [6, 7, 10, 14] papers identifies the number of half-open con-
nections during the given window time period, and applies CUSUM algorithm for
it. Table1 gives a comparison of the reviewed papers. In the papers [6–10], we have
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Table 1 Comparison of reviewed papers for DDoS detection

References Parameter for CUSUM

Packets considered at Server Packets considered at Client

[6] 2004
SYN received, SYN+ACK
sent, number of FIN (number
of SYN - FIN)

SYN sent, SYN+ACK
received, RST,FIN (number of
SYN-FIN/RST)

[16] 2007
SYN received, FIN,RST
(number of SYN - FIN/RST)

SYN, FIN, RST (number of
SYN-FIN/RST)

[7] 2010
SYN received, SYN+ACK
sent,RST (number of
SYN+ACK-ACK)

SYN+ACK received, ACK
sent (number of
SYN+ACK-ACK)

[8] 2006
– SYN sent, ACK sent (number

of SYN - ACK)

[9] 2004 [17] 2017
Number of SYNs –

[10] 2007 – SYN sent, SYN+ACK
received (number of
SYN-SYN+ACK)

Proposed solution SYN received, SYN+ACK
sent, ACK received, RST, FIN
(number of
SYN-ACK/RST/FIN)

SYN sent, SYN+ACK
received, ACK sent, RST, FIN
(number of
SYN-ACK/RST/FIN)

used CUSUM algorithm with parameter extracted from TCP handshake process,
for DDoS detection. In our proposed method, we consider all three messages of
TCP handshake, unlike only two messages considered in abovementioned reviewed
papers. For every SYN packet, we consider corresponding SYN+ACK and its cor-
responding ACK packet of the third round of three-way handshake. The SYN+ACK
or ACK packets which do not correspond to any SYN packet are not considered by
our method.

3 Proposed Solution

In this method, we use database _DB(I Pdst ,[Dstport],[seqno,ackno]) to store the
I Pdst , list of open port numbers for that destination IP, and list of seqno and ackno.
When a SYN packet arrives at the controller the I Pdst , Dstport , seqno, ackno are
extracted, if I Pdst belongs to the given network then these entries are stored in the
DB. When SYN+ACK packet arrives the ackno in corresponding entry is updated.
When the final ACK arrives the corresponding entry is deleted from the database.
To get the final ACK packet at the controller we install the flow rule for SYN and
SYN+ACK with low hard timeout value [18].
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We use a sliding window protocol with t as time slice. Using these database
entries, we calculate the number of half-open as well as full TCP connections during
every t seconds. The number of half-open connections is calculated by using the
number of entries in database DB. The number of full TCP connections is obtained
by counting the number of deleted entries in the database in the current time period
t .

In case the SYN packet is sent to server’s wrong port number, the server replies
with a RST packet. Also, a network connection may be terminated at any time by
sending a FIN packet. In such cases, the RST and FIN are also considered to get the
correct count of the number of half-open connections. If matching database entry
is found for the RST/FIN, such entry is deleted and the count of the number of
full connections is incremented. If matching entry is not found for RST/FIN, these
packets are sent to close already established TCP connections and such a packet is
ignored.

3.1 CUSUM for Detection of Change Point

We obtain the number of half-open and also full TCP connections from the database.
Let Ct be number of half-open connections, F(t) be the number of full connections,
obtained from DB, during the time period t , where {t = 0, 1, . . .}. The mean of Ct

depends onnumber of hosts in the network, timeof the day, etc. Tomake the algorithm
general, the dependencies should be removed. To do this, we normalize Ct by the
average number of full TCP connections, represented by F . The average number
of full TCP connections at time t is evaluated by assigning weights to average full
TCP connections at time t − 1 and number of full TCP connections at the current
time period t . The F(t) is evaluated by assigning the weightage to F(t − 1) and the
number of full connections (F) at current time t .

F(t) = αF(t − 1) + (1 − α)F(t) (1)

where 0 ≤ α ≤ 1
Xt = Ct/F (2)

Now Xt is an independent random variable. As the decision function in CUSUM
algorithm compares the parameter Xt with the upper threshold. Negative drift for
parameter before the change occurs and a positive drift after the change occurs is
required. So, we choose a number to subtract Xt to make it negative, under normal
attack free conditions. In general, the expectation (average) of Xt , E(Xt ) = v << 1.
The upper bound of v is chosen, say a, such that a > v, and we define,

X̃t = Xt − a (3)
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to have a negative mean of X̃t for normal traffic and positive mean during SYN flood.
For the traffic behavior, we define a stationary random process Yt .

Yt = (Yt−1 + X̃t )
+, (4)

Y0 = 0, (5)

where

X+ =
{
X i f X > 0,
0 otherwise

}
(6)

The decision function,

dTh(Yt ) =
{
0 i f Yt ≤ Th
1 i f Yt > Th

}
(7)

where Th is the threshold value assigned.
The detection time depends on t . For every t , the CUSUMalgorithm takes input as

the number of half-open and full connections and gives outputYn value, comparingYn
with threshold, the result is either change or no change. Once the CUSUM algorithm
detects the change point, it is treated as DoS attack.

4 Experimental Setup

The Mininet [1] network emulator with POX [2] controller is used to conduct the
experiments. Scapy [3] is used to generate and send the network packets. The system
properties are We used ubuntu 16.04 LTS operating system, with 15.6 GB memory,
intel core i5 processor with 2.50 GHzx4 CPU, with 500 GB Hard Disk.

We have run the algorithms for detection and mitigation on various topolo-
gies. In this section, the results are displayed for tree topology with depth 3 and
fanout 4 as shown in Fig. 1. In this topology we have 64 hosts,represented as Hi ,
where i = 1, 2, 3 . . . , 64. 21 switches, represented as Si , where i = 1, 2, 3 . . . 21
and one controller represented asC0. Our detection model considers only TCP SYN,
SYN+ACK, ACK, RST, FIN packets. We conduct the experiments by generating 30,
40, 50 and 60% of traffic as SYN packets with no acknowledgement and remaining
70, 60, 50, 40% SYN packets with acknowledgements, respectively. For each time
period t , the number of half-open and full connections are obtained from the DB,
which are used to calculate the parameters (Ct ) and (F) for CUSUM algorithm. The
α value in Eq.1 is taken as 0.6 and a in Eq.3 value is taken as 0.8. The Yn values are
calculated for each time period to detect the attack. The threshold value for the deci-
sion function in Eq.7 is taken as 0.3. The results of the experiments are displayed
in the next section. We sent attack packets with an interval of 0.2 s, and sent the
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Fig. 1 Topology of Experimental network

normal packets with an interval of 0.5 s from each sender. We capture the packets at
controller as PacketIn messages.

5 Evaluation Results

The experiment results show that our proposed model successfully detects DDoS
attack for 30% or more attack traffic in the network. The graphs in Fig. 2 represent
the evaluation results ofDDoSdetection. In this, each unit onX-axis displays the time
periods used in CUSUM, Y-axis represent the value of Yn , i.e., decision parameter
for detection. In this, Fig. 2a–d represent graph for 30%, 40%, 50% and 60% attack
traffic, respectively. We considered the methods in papers [7, 8] to compare with our
detection method. The method by Zhang et al. in [7] is represented as Zhang et al.’s
method. The method by Chen et al. in [8] is represented as Chen et al.’s method.

In Chen et al.’s method, RST packets are not considered for counting number
of half-open connections. According to [15] 2.9% of SYN packets receive RST
as reply. So, in this method, 2.9% of SYN are assigned RST as reply instead of
SYN+ACK. Zhang et al.’s method represents the evaluation results of [7] in which
final ACK packets are not considered at the server side. In case, a server is flooded
with spoofed IP packets, then the acknowledgement is sent to another IP address,
and the connection at server is still open. But [7] counts it as complete connection.
So, attack is being ignored or unseen. In this method, we have taken 2.9% of ACK
packets as missing and produced the results. This results are represented as Zhang
et al.’s method in the graph in Fig. 2.

Comparing our proposed method with [7] method: As [7] uses SYN - SYN+ACK
as the parameter for detecting full connection at the server side. However, when an
ACK packet is missed, the connection is not complete, but the server side method in
[7] counts it as a complete connection. In the case of the DoS attack, attacker sends
the SYN packet to a server, and upon receiving SYN+ACK packet, the attacker does
not send final ACK packet. In such cases, the attack is being undetected or being
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Fig. 2 Detection results for (a) 30% attack traffic (b) 40% attack traffic (c) 50% attack traffic (d)
60% attack traffic

unseen in thismethod. The results displayed in Fig. 2 shows that our proposedmethod
detects the results when 2.9% of ACK packets are missing. Our proposed method
detects the DoS attack for 30% low rate SYN attack traffic, whereas Zhang et al.’s
method could not detect DoS attack with 30% SYN attack traffic.

Comparing our proposed method with [8] method: In [8], the RST packets are not
considered for counting the number of full connections.When a SYNpacket receives
a RST as reply, the connection is terminated. However, it is still counted as a half-
open connection in Chen et al.’s method. The Fig. 2 displays the results for Chen
et al.’s method, for 2.9% of missing the RST packets. This graph is always above
our proposed method’s graph, i.e., Yn value is always more than the actual value.
Therefore, this method gives more false positive results compared to our proposed
method.

The number of half-open connections counted by our proposed model is accurate
or close to the actual value. Whereas the number of half-open connections counted
by Zhang et al.’s method are lesser than actual value and the number of half-open
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connections counts by Chen et al.’s method are more actual value. Therefore, results
produced by our model are more accurate than both Zhang et al.’s method and Chen
et al.’s method.

6 Conclusion

Our proposed model is a simple and robust model. We have shown that our proposed
model gives accurate results for DDoS detection. We have overcome some of the
limitations of existing models against DDoS attacks which used CUSUM algorithm
for detection. Our proposed model is successfully implemented and validated. Our
detection model works independently of traffic patterns and sites and it is stateless
as it applies CUSUM.
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Comprehensive Analysis of Deep
Learning Approaches for PM2.5
Forecasting

Sivaji Retta, Pavan Yarramsetti, and Sivalal Kethavath

Abstract Air pollution is causingmassive damage to human health. PM2.5 in partic-
ular, has been shown to have a significant effect on human health. So, forecasting
of PM2.5 is essential. Approaches like the ARIMA model used for time series fore-
casting. The invention of Deep Learning, especially the Recurrent Neural Networks,
revolutionized the methods of forecasting the time series to achieve predictions
that are more precise. Variants of RNN like LSTM, GRU which had long term
dependencies unlike basic RNN gives more accurate predictions. Temporal Convo-
lutional Network, which is a synthesis of 1D Fully Convolutional Network and
Causal Convolutions, came into the picture during 2018 and also provided successful
results in sequence learning and Forecasting time series. We compared deep learning
approaches LSTM, GRU, CovLSTM and Temporal convolutional networks using
three types of losses. After comprehensive analysis, our results proved that TCN
also gives comparable results for time series forecasting as LSTM and, GRU.

Keywords Time series forecasting · Recurrent neural networks (RNN) · Gated
recurrent unit (GRU) · Temporal convolutional networks (TCN) · Dilated
convolutions

1 Introduction

This is an era of Liberalization, Privatization, and Globalization. These technolog-
ical advancements transformed the villages to towns, towns to cities and cities to
smart cities. The rise of smart cities have become the beacon of global development.
However, the mushroom growth of industries gave rise to the unprecedented Air
Pollution levels in all the major cities. This became a global problem fueling global
warming.
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Due to the advancement of IoT, many smart cities are using sensor nodes at
different locations in the city for continuous monitoring of the pollution contam-
inants. Air quality is not constant, it will vary and the forecasting of air pollution
contaminants is necessary for air qualitymanagement. There are different approaches
to forecast the time series. Based on previous history of pollution, time series models
will forecast the pollution levels in the near future.Mostly themodels such asARIMA
(Auto Regression Integrated Moving Average) used in time series forecasting. By
the evolution of recurrent neural networks, forecasting of time series became accu-
rate. Variants of RNN like LSTM, GRU, ConvLSTM outperformed the general RNN
by providing resistance to the vanishing gradient problem. Temporal Convolutional
Networks, which is amixture of 1D Fully Convolutional Network and Causal Convo-
lutions, appeared during 2018 and provided successful results in sequence learning
and forecasting time series.

We used theKeras, a high-level application programming interface (API) of neural
networkwritten in Python and able to construct deep learningmodel on top of Tensor-
flow. We evaluated models on the Open Source Beijing PM2.5 data set available
in UCI Machine Learning Repository. We splitted the dataset and compared with
different deep learning approaches LSTM, GRU, ConvLSTM and Temporal convo-
lutional networks taking root Mean Absolute Error, Mean Square Error and R square
error as metrics for performance measurement. After comprehensive analysis, our
results proved that temporal convolutional networks also give comparable results for
univariate time series forecasting as LSTM, GRU and ConvLSTM.

The subsection of the paper is organized as In Grover et al. [2], we have illustrated
works related to it. In Feng et al. [3], We briefly discussed the four deep learning
models. In Voyant et al. [4], we implemented the models on PM2.5 data. In Chen
et al [5], we concluded the paper with comparative analysis of four deep learning
models for PM2.5 forecasting and provided some directions about future scope.

2 Related Works

An extensive research from many years gave rise to several methods to forecast the
pollution contents especially PM2.5 to know the quality of the air. In [1], Satellite
remote sensing techniques with the PM2.5 sensors have been used. In [2], authors
forecasted the various parameters like wind, dew point, temperature but not PM2.5
using a deep hybrid neural network. In [3] to improve the forecasting accuracy,
authors combined wavelet transformation and air mass trajectory. In [4, 5] time
series models like ARIMA and classifiers based on ANN are used to predict the
pollution.

Exponential smoothing method was used for short term PM2.5 forecasting in [6].
In [7], authors compared the three methodsMultilayer Network, A Linear Algorithm
and a Clustering Algorithm to forecast PM2.5 in a large city. In [8] authors used 1D
Convnets and Bidirectional GRU-based deep learning models to forecast parameters
like temperature, wind direction,wind speed, rainfall etc. In [9], theAirQuality Index
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was predicted using RNN and LSTM for Delhi city. In [10], authors used RNN and
LSTM to forecast the air pollution. In [11–14] also authors used LSTM, GRU, CNN
based sliding window model as well as variants of LSTM for time series forecasting
problems. In our paper, we used four deep learning models namely LSTM, GRU,
ConvLSTM and Temporal Convolutional Networks (TCN) for PM2.5 forecasting
and we tried to use the latest CNN based TCN for forecasting and our results proved
that it is giving comparable results like LSTM and GRU.

3 Models

3.1 Lstm

LSTM network is a extended version of RNN, introduced by Seep Hochreiter and
Jürgen Schmidhuber to rectify the problem of the vanishing gradient in RNN during
optimization. It ismore appropriate formodelling long-range dependencies, and used
in many applications such as machine translation, audio detection, video recogni-
tion, and analysis of many time series. Compared with RNN’s, LSTM architecture.
The LSTM architecture includes memory blocks instead of hidden units, similar to
RNN’s. To lower parameters, the cells of a memory block modulated by nonlinear
sigmoidal gates share the same gates. The LSTM cell shown in the figure below is
a gated structure with three gates, namely input gate, output gate and forget gate,
which regulates the cell and neural network information (Fig. 1).

Fig. 1 LSTM structure
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Attention weights is defined as: w = (w1, w2,……, wL). By the weights we can
get sampling for the input data with X̃ = (

x1t · w1, x2t · w2, . . . .., x L
t wL

)
. Then,

(X̃ = X̃1, X̃2 . . . . . . , X̃T ) is fed to LSTM networks. In addition, these formulations
of the calculating method in LSTMs cells allow us to learn the nonlinear mapping
function as follows:

Input gate layer: It consists of input data.
i(t) = σ (wxi X̃t + whf h(t−1) + wcic(t−1) + bi) (1)
Forget gate layer: It determines which section of information is to be
passed on.

f (t) = s(wx f ∼ +wh f h(t − 1) + wcf c(t − 1) + b f ) (2)

Cell State: Adds or removes the information across gateways by running
throughout the network.

C(t) = f (t)c(t − 1) + i(t) tanh(wxcX ∼ t + whch(t − 1) + bc) (3)

Output gate: Consist of output produced by the LSTM

O(t) = s(wxo X̃ + whoh(t − 1) + wcoc(t − 1) + bo) · Xt (4)

where σ(·) means the sigmoid activation function and tanh is the hyperbolic tangent
function that produces a newvector that adds to the state andWmatrixeswith a double
subscription of combination of weights between the two cells. The performance of
the hidden layer in the current time step is: ht = ot tanh(ct). Finally, we can take
output value ht as the forecasted value. It can be denoted as: ỹ = htThe final output
value can be concatenated by the vector: (ỹT = ỹ1, ỹ2, . . . . . . , ỹT ).

3.2 Gated Recurrent Unit (GRU)

Gated Recurrent Unit (GRU) is also a Recurrent Neural Networks variant. It was first
introduced in 2014 byKyunghyunCho et al. RNNhad a vanishingGradient Problem.
To overcome the vanishing gradient problem, GRU and LSTM were introduced but
LSTM has complex architecture. GRU has nearly the same performance as LSTM
with simple architecture thus fewer parameters needed to update the hidden state.
So, It becomes simpler to train using GRU as compared to LSTM.

GRU has only two gates, which makes it simple in architecture namely Update
Gate, and Reset Gate. Update gate determines how much old memory should trans-
ferred into the future and Reset gate dictates how much old memory should be
lost.

Figure below is the basic architecture of GRU and the transition from one hidden
state to the next hidden state is explained through mathematical equations as follows
(Fig. 2).
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Fig. 2 GRU structure.
source https://ieeexplore.
ieee.org/document/8675076

z = σ(Wzht − 1 +Uzxt ) (5)

r = σ(Wzht − 1 +Uzxt ) (6)

c = tanh(Wz(ht − 1 ⊕ r) +Uzxt ) (7)

ht = (z ⊕ c) + ((1 − z) ⊕ (ht − 1)) (8)

3.3 ConvLSTM

CNN attained better performance in image classification problems, some researchers
explore 1D CNN on data regression problems. Convolutional LSTM (Convlstm) is
one of the special variants of RNN. It has a capability to get rid of the long-term
dependencies and is mainly designed for 3-d input data. It perform convolution
operation in each gate of the lstm cell.

In convlstm, data collected in terms of time series and theThe data flowing through
the convlstm cells holds the input dimensions instead of being a single-dimensional
vector with features. The input of convlstm is the set of data overtime. The output of
convlstm is the combination of convolution and lstm output that is a set of data with
shape.

The architecture in convlstm is based on the recurrent encoder and decoder.
The first recurrent encoder of neural networks processes the input data sequentially
and maintains the data’s temporal correlation. The second recurrent neural network
decoder initialized with the hidden state of the first recurrent network and then it is
able to produce potential predictions one by one by unrolling the network (Fig. 3).

The following equations used at each stage in Convlstm:

https://ieeexplore.ieee.org/document/8675076
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Fig. 3 Conv LSTM structure. source (https://www.jie-tao.com/category/computerscience/machin
elearning/page/2/)

it = s(Wxi Xi + Whi Ht − 1 + WciCt − 1 + bi ) (9)

ft = s(Wx f Xt + Whf Ht − 1 + Wcf Ct − 1 + b f ) (10)

Ct = ft (Ct − 1 + it tanh(WxcXt + WhcHt − 1 + bc) (11)

ot = s(WxoXt + WhoHt − 1 + WcoCt + bo) (12)

Ht = ot tanh(Ct ) (13)

ConvLSTM is used for maintaining the spatial structure of the data within the
rnn cell. The data in features space flowing through the convlstm cell has a 3D
form, instead of being a 1D vector only. It has a negative impact on training results
and to prevent the negative effect we use scheduled sampling. The overall network
comprises the Five main components,

1. Spatial encoder
2. Two-spatio-temporal encoder

https://www.jie-tao.com/category/computerscience/machinelearning/page/2/
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3. Perpetual motivated loss layer.
4. The network should be trained end to end.

3.4 Temporal Convolutional Networks

Temporal Convolutional Network is a CNN based sequence model which can be
used for different sequence modelling tasks. TCN is a blend of 1D fully convolu-
tional Network and Causal convolutions. The two unique features of TCN are causal
convolutions and the capability of its architecture to output the sequence of same
length by accepting sequence of any length as input.

TCN ‘s have long memory without gating mechanisms. Length of each hidden
layer of 1D FCN is same as length of input layer to get the second point. Causal
convolutions are responsible for achieving the first point where only the elements
from time t and the previous layer is convolved with the output at time “t”. But, the
problem with causal convolutions, they can only look at a background in the depth
of the network with a linear scale. To accomplish this problem, Dilated convolutions
came into picture with exponentially growing receptive field.

For an element s of a sequence, the dilated convolution F with an input sequence
tx ∈ Rn and a filter f :{0, k−1} → R is mathematically formulated as follows:

F(S) = (x ∗d f )(s) =
k−1∑

i=0

f (i).xs−d.i (14)

where, d denotes the dilation factor, k is the filter size and s−d.i determines direction
of the past. Dilation is nothing but inclusion of fixed steps between every two adjacent
filters.

Aswe can increase the depth, dilation factor and filter size to improve the receptive
Field, stability of the network can achieved by replacing the Residual block by
convolutional layer (Fig. 4).

Receptive field of a convolution network can be increased by increasing filter
sizes (k) and also raising the dilation factor (d) and thus making flexible receptive

Fig. 4 TCN structure. source arxiv.org/pdf/1803.01271.pdf

https://arxiv.org/pdf/1803.01271.pdf
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field size. TCN has many advantages like parallelism, low memory requirements for
training.

4 Implementation

4.1 Data and Data-Preprocessing

The dataset used in this paper is obtained from UCI Machine Learning Respiratory
prepared by Song Xi Chen, Guanghua School of Management, Center for Statistical
Science, PekingUniversity. This dataset contains hourly data of PM2.5 concentration
(ug/mˆ3), Dew Point, Temperature, Pressure, Wind direction and Speed, Cumulated
hours of snow and rain of the US Embassy in Beijing. There are some missing
values among the whole items. We removed them to avoid their influence on the
model training. The dataset contains 13 attributes; there is no correlation between
PM2.5 and other attributes. Therefore, we used univariate for the prediction of PM2.5
concentration. Later, we normalized the data using Min-Max strategy by mapping in
the range zero to one and reshaped the data from 1D to 3D. The reshaped data split
into 80% train and 20% validation set and some values for forecasting.

4.2 Model Design

4.2.1 Loss Function and Optimizer

In our proposed framework,we chooseMean Square Error (MSE) as the loss function
andAdamoptimizer to train themodels. Adam is an optimization algorithm specially
designed to train deep learning models. This includes the features of the algo-
rithms Adaptive Gradient and Root Mean Square Propagation (RMSProp), which
are capable of solving sparse gradients on noisy problems.

4.2.2 Hyper Parameters

We tuned hyper parameters of each model based on the individual keras package.
For Convolutional LSTM after 1D CNN layer, we pass the result to the max pooling
layer (with pool size = 2). For LSTM, Convlstm, GRU and TCN we set epochs and
validation split as 20 and 0.2 respectively and all the other hyper parameters are fixed
as default.
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4.3 Model Evaluation Metrics

To test our prediction models, we follow three statistical metrics to calculate error.
They are Mean absolute Error (MAE), Root Mean Square Error(RMSE) and R-
square loss. If the error of MAE and RMSE is closer to 0 described as a better model
and for R-square, closer to 1 is better. Additionally, we predicted the future rate xt
+ 2, xt + 3, xt + 4 and xt + 5.

RMSE =
√√√√1

n

n∑

t=1

(yt − ŷt )2 (15)

MAE =
1

n

n∑

t

∣∣yt − ŷt
∣∣ (16)

R2 = 1 −

n−1∑

t=0
(yt − ŷt )2

n−1∑

t=0
(yt − ŷt )2

(17)

5 Results and Conclusion

In our paper, we compared the four deep learning approaches for PM2.5 forecasting.
During the training process, the training loss and validation loss taking mean square
error as metric are summarized in the below table (Table 1).

We have also evaluated our models on a testing set and the results are illustrated
through the below figures Figs. 5, 6 and 7.

Table 1 Model performance
based MSE loss

Model No. of Epochs Training loss Validation loss

Conv LSTM 20 0.0014 0.0012

LSTM 20 5.7754e-0
4

4.6202e-04

GRU 20 5.7726e-0
4

4.5934e-04

TCN 20 5.8610e-04 4.6493e-04
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Fig. 5 Average MAE of each timeset in test data

Fig. 6 Average RMSE of each timeset in test data
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Fig. 7 Average R-square of each timeset in test data

6 Conclusion

In this paper, we proposed comparative analysis between four deep learning algo-
rithms for univariate prediction of pm 2.5. We predicted the next five hours pollution
level based on the last five hours samples and compared the performance of the
model by the MSE and R-square loss. LSTM has got better performance compared
other three models and ConvLSTM got least performance. Also, Temporal convo-
lutional network, a novel deep learning approach for time series forecasting is also
comparable results with LSTM and GRU.

7 Future Scope

Forecasting of PM2.5 is giving the best and accurate results with minimum loss.
This enables the smarter and healthier mobility of citizens in our smart cities. We
can show the “healthy path” between the two stations which has less exposure to the
PM2.5 based on the parameters like distance taken and PM2.5 concentration. This
creates a healthy movement on the polluted roads in the global cities like Beijing,
New Delhi etc. by contributing to the global environment policies.
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Remotely Controlled Surveillance Vehicle
with Live Video Streaming

Vinay Koneru, Irfan Shaik, Ch. Rupa, M. Krishnaveni, and R. Rachana

Abstract Technology is updating day by day so it also necessary to update according
to it. These days anything can be done from home itself like meetings, online orders,
and so on. So, the proposed project focusses on controlling the vehicle from anywhere
remotely. This paper mainly concentrates on developing a surveillance vehicle that
can be used to monitor dangerous areas, military bases, and other critical places
using esp32 cameras. Our proposed design performs live streaming, including that
it identifies the unauthorized person and stores it in SD card. Along with this, it also
sends the image of that person to the authorized person’s email. Here we use amobile
phone to control the car from anywhere through Blink Application. Blynk App is
used to control the camera movements. The main strength of this paper is security
features.

Keywords Esp32 camera · Blynk app · Pantilt · Servo motors · Google assistance

1 Introduction

The proposed system is used to control the vehicle from anywhere in the world.
Here it gives the required output from the given input very quickly using Blynk
application. It requires Internet connection to transfer the given input to the vehicle.
It is a very sophisticated vehicle which cannot be hacked or malfunctioned. Here,
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we use Blynk Application to control the vehicle remotely. First, the user needs to
register in the Blynk Application by providing necessary details then it will produce
a hash value to the email account which is a secure way of connecting to a vehicle.
In the Blynk Application, we are using buttons, mobile tilting to control the vehicle.
The control of the vehicle may become difficult from anywhere without seeing all
the dimensions, so by adding an esp32 camera makes it easy to control the vehicle
from anywhere in the world. This has live video streaming mode [1] which can be
varied according to our desire. On executing the code in the esp32 camera, the link
is generated in Arduino IDE. Now with the help of this link and the auth token from
NGROK are executed in Python to generate a global link. The link generated using
NGROK is opened in any browser to access the live video streaming of area around
the vehicle. This live streaming mode can be accessed through mobile or pc.

Safety of the vehicle has become a major problem these days and the society is
facing more car threats. Here the proposed design has an unauthorized alert system
which takes the picture [2] of the intruder and stores it in the SD card and at the same
time it is going to mail it to the authorized person’s email account.

Surveillance [3] of the place is nothing but monitoring or carefully observing
that place continuously without human intervention. Police patrolling has become
negligible due to the inactive office hours of the police, but our proposed design
makes this more efficient and simpler by patrolling this vehicle without physically
present in the vehicle and simply controlling it from the station or control room.

Ultimately, this prevents the accidents and attacks that are happening during day
and night times especially on highways. Nowadays delivery to the remote areas is
not that much rapid and reliable as the delivery boys show reluctance in going there.
So, by using our proposed system, the delivery to the remote areas can easily happen
without any hassle.

2 Related Work

Ghute et al. [4] proposed a Design of Military Surveillance Robot. The designed
system mainly focusses on controlling the robot and at the same time providing the
live streaming capability to place this robot in unmanned areas. Here the author used
Raspberry Pi, Camera,Ultrasonic sensor,ArduinoMega, andGoogleAssistance. The
live video streaming is transmitted to the required destination through the Internet.
Raspberry Pi stands as a heart of the device to control all the functionality. This is
mainly used in the restricted areas. The drawbacks of this design are (i) The program
logic is difficult to understand, (ii) It consumes more power, and (iii) Used Bluetooth
which is limited to a certain range.
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Chakraborty et al. [5] proposed anAutonomousVehicle for Industrial Supervision
Based on Google Assistant Services and IoT Analytics. It uses Arduino Uno, Node
MCU, ultrasonic sensor, and some other sensors. The user gives voice commands as
input to control the vehicle. Here the google assistance is used to convert the voice
command into analog data and send it to the cloud. Later, the cloud is going to send
the accepted data to the microcontroller to perform required operations. The sensors
which are equipped to the vehicle senses the data and transmits it to the IOT platform,
and then from this to the authorized user’s device. TheWLAN is used by this system
to control the vehicle. It is mainly used for industrial inspection. The drawbacks of
this design are (i) It cannot be controlled from longer distances and (ii) There might
be a chance of misusing the data while transferring.

Raihan et al. [6] proposed a Design and Implementation of a Hand Movement
Controlled Robotic Vehicle with Wireless Live Streaming Feature. The components
used here areAccelerometer, ArduinoUno, RFmodule,MotorDriver, andRaspberry
Pi. The input to the system is given through hand gestures where the values from
the accelerometer are sent to the Arduino Uno. Later, the command is issued from
Arduino to RF transmitter and from this it goes to RF receiver. Now from receiver
it goes to the Arduino installed on the vehicle from there to motor driver, and now
motor driver performs the operation upon the command received from the Arduino.
Here Raspberry Pi helps in live video streaming. The limitations of this system are as
follows: (i) Most expensive to implement and (ii) Gestures might result in incorrect
readings at the receiver side.

Pawar et al. [7] proposed an IoT-BasedEmbeddedSystem forVehicle Security and
Driver Surveillance. The components used here are Raspberry Pi, Raspbian, Camera,
GPS module, GSM module, and vibration sensor. Whenever the user enters the car,
the camera takes the image of the user and stores it in the memory, and it makes
corresponding check with the database and if it matches with the one in database
onlythen the access is given to the user. If not, then the corresponding image ismailed
to the corresponding owner’s account. It uses open CV to identify the person using
camera. The vehicle starts only when the value received from the vibration sensor,
i.e., when the person sits on the driver seat. The drawbacks of this design are (i)
Power consumption is more and (ii) Taking more time to validate the image with the
database.

3 Surveillance Vehicle Functionality

The main aim of the design is to access the vehicle remotely from anywhere through
Internet based on live [8] video streaming using esp32 camera. The Blynk App is
used to operate the vehicle through Internet. First the user needs to register in the
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Blynk App, then it generates a unique auth token to provide the secure service from
the cloud services from the cloud server. It provides cloud services to the user when
the user requests for the service, then the libraries are called from the cloud server.
Now the Blynk server checks the auth token whether it is online or not. If it is online
then it sends a response to the vehicle in which the same auth token is detected.

The vehicle can be controlled remotely through buttons, mobile tilt using the
inbuilt accelerometer in themobile usingBlynkAppandvoice commands.Thepantilt
servomodule is used to get the required angle of the camera. Our proposed design can
be controlled through Blynk Application which first takes the user registration. After
validation, the user can control the servo motors using the sliders in the application.

Our design is used to solve the real-time problems like lock downwhere people are
not allowed to go outside to bring their basic needs. This problem can be overcome
by controlling of the vehicle remotely by the person to meet their basic requirements.
The areas where people are unable to go andmonitor [9], in such places our project is
used to go and monitor with live video streaming in areas like military bases (Fig. 1).

In the above circuit diagram, different components are used to control the vehicle.
The components used are ESP8266 Wi-Fi module (ESP is the abbreviation of its
manufacturer, namely, “Expressif Systems”), it is used to transfer the response to
the motor driver upon user request. L298N motor driver (dual channel H-bridge
motor driver), it is used to control the motors. DC (Direct Current) motors are used
to rotate the wheels attached to it. Power Bank, it is used as power source to the
vehicle. Pan and tilt servo module is used for camera movement. ESP32 camera
(ESP is the abbreviation of its manufacturer, namely, “Expressif Systems”), it is
used for live streaming purpose. USB module (Universal Serial Bus), it is used for

Fig. 1 Proposed system circuit diagram
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Table 1 Controlling commands over voice

Virtual
buttons

1 2 3 4 5

Input to
vehicle

“FORWARD” “LEFT” “STOP” “RIGHT” “BACKWARD”

Vehicle
movement

“Move Forward” “Move Left” “Stop” “Move Right” “Move Back”

programming the ESP32 camera. Mobile device is used to give input to vehicle upon
user requirement.

The procedure is first the user gives the input through the mobile then it will
transfer the request to the Wi-Fi module. The Wi-Fi module process the request and
send it to the motor driver to perform the required task and it also sends the request
to the pan tilt servo module. Now this is used for movement of the ESP32 camera
which is connected to power bank through USB module. The live video streaming
is achieved in the output screen. Our proposed project has three parts. Part 1 follows
below steps (Table 1).

Part 1:

It consists of vehicle operations through buttons,mobile tilting, and voice commands.

registration details (Uid,pwd) 

mmands in IFTTT (IF This Then That) 

Step 1: Take User
Step 2: evaluate hashvalue of the details

V1 = hashvalue
Step 3: Storing default co

Di = defaultcommands
Step 4: Take User input through buttons or voice or tilting

Ui=input
Step 5: Compare Ui with Di

if(Ui==Di) perform operations
else go Step 4 

Part 2:

It consists of the work related to the live video streaming. Using pan tilt, we can get
the total view of the ambience because the servo motors attached to it are controlled
by the sliders. This can be achieved by following below steps.
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Surveillance:

Step 1: Attach camera to the pan tilt mechanism.
Step 2: Now read the input from the Slider

Xi=Slide (Ui)
Step 3: There are two Sliders, Horizontal(Hi) andVertical(Vi)(180 degrees each) 

if(Xi==Hi)
camera moves horizontally
else if(Xi==Vi)

camera moves vertically
   else

  go to Step 2
Step 4: Upload code into camera and run
Step 5: The link will be generated by running the code and use it for live video

streaming 

Part 3:

It consists of authorization where camera identifies the person whether he is autho-
rized or not. If the user is authorized, then it will detect the user or else it will capture
the image of the intruder and store it in the SD card, at the same time it will send it
to the corresponding authorized person’s email account.

Authorization:

Step 1: Upload code into camera and run 
Step 2: The link will be generated by running the code and upload it in ngrok server 
                             L1=upload(Link) in ngrok 
Step 3: Now using this link enroll the authorized person’s image 
                             Auth=enroll(L1(image)) 
Step 4: Now validate the person 
                              If(User == Auth) 
                                     Detects the user 
                              Else 
            Capture image of person and store it in sd card and send it to authorized gmail                         
                  Mi=capture(User) 
                              Si=store(Mi); 
                              Gi=send(Si) 

4 Results and Analysis

The technology used here is Arduino IDEwhere the program is written and executed,
and then upload the program into esp32 camera. After execution, the camera gener-
ates a link which can be visible in serial monitor of Arduino IDE. The user needs to
register in the NGROK before accessing its services, then it will generate a hashcode.
Here, python shell is also used to generate the global link by executing the previous
link generated in Arduino IDE and hashcode from NGROK in command prompt.
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Fig. 2 Surveillance vehicle functionality

The proposed system has a capability of secure [10] live video streaming. The car
can be controlled through mobile phone by tapping the buttons on the screen. The
issues facing in the control of the vehicle can be overcome by mobile tilting feature.
Here we need to tilt the mobile in the required direction to move the vehicle. Google
assistance can be used to give users voice as an input. The IFTTT platform is going
to validate user’s voice input with default commands stored in it. The control of the
car can also be done in our native language.

Wi-Fi module [11] is used as an integrated microcontroller which is going to
handle the functionality that occurs. The Bluetooth module is not used in this system
as it is only limited to short range. The esp32 [12] camera is used for video streaming.
The video streaming is done through the link which will be generated when it runs
the uploaded code in camera [13]. After loading the link in the browser then the
browser asks for the enrollment of the authorized person’s face (Fig. 2).
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Fig. 3 Detecting the user with “Hello subject”

The previous generated link and the hash code of NGROK are executed in Python
to generate the global access link. Here we are using NGROK server to generate a
link through which global access from anywhere and from any device is possible.

For face detection, first the user needs to enroll their face. Later, the camera takes
five samples of the user’s face then it is going to recognize the face. Whenever the
authorized person stays in front of the camera, it detects [14] the face and displays
“Hello Subject” message (Fig. 3).

Whenever the unauthorized person comes in front of the camera then it displays
“Intruder Alert” message (Fig. 4).

When there are more number of people in front of the camera then it recognizes
both authorized and unauthorized user and displays the messages “Hello Subject”
and “Intruder Alert,” respectively (Figs. 5, 6 and 7).

Table 2 shows the comparison with the existing system by considering certain
features like security services, live streaming, Google assistance, power consump-
tion, and wireless network support.
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Fig. 4 Detecting the intruder with “Intruder alert”
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Fig. 5 Detection of an authorized user

Fig. 6 Detection of an Intruder
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Fig. 7 Performance analysis of features of proposed system

5 Conclusion

In our proposed design, we use many techniques to control the vehicle remotely from
anywhere. Here in our proposed design we wanted to develop a surveillance vehicle
to reduce the risk involved in driving the vehicle in hazardous and dangerous places.
The design is not complex to interact with the interface like enrolling face detection
[15], face recognition [16], etc. The direction of the vehicle can be controlled through
mobile phone easily. It makes the difficulty of police patrolling [17] easier in such a
way that police can control their vehicle remotely from control rooms without being
physically present in the vehicle. Here we can use live streaming from anywhere
and from any device. This vehicle can also be controlled through buttons, voice and
mobile phone tilting. Through live video streaming the user can have a sight of all
the dimensions, so that the probability of accidents [18] will then be reduced.
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Prediction of Biotic Stress in Paddy Crop
Using Deep Convolutional Neural
Networks

B. Leelavathy and Ram Mohan Rao Kovvur

Abstract The production of rice grain plays a major role in the global economy.
In this context, there is a high demand to focus on yield production of staple food.
In general, paddy crop fields undergo biotic stress which adversely affects stages
of the growth of a plant which in turn leads to the low production of the crop.
Conventional methods used to identify the biotic stress must rely on the experts
manually through observations in the crop field, which isn’t that reliable since there
is a chance of error-prone observations that leads to the incorrect management of
biotic stress management. We present a new approach to the development of the
biotic stress prediction model, based on rice disease image classification, using deep
convolutional networks. Preliminary steps required to perform the proposed method
are the collection of datasets from different sources, deep learning framework to
perform the training. The developed model can recognize different types of biotic
stress out of diseased and healthy leaves which resulted in an accuracy of 98.33%.

Keywords Biotic stress · Deep learning · CNN · Image classification

1 Introduction

Paddy crop produces rice seeds that belong to the species of grass are named scien-
tifically as Oryza sativa (in Asia) and Oryza glaberrima (in Africa). As a cereal, it
is one of the widely consumed staple food by a huge part of the world’s human
population, specifically in Asian countries. It is the agricultural commodity with the
third highest worldwide production (rice, 741.5 million tonnes in 2014), after sugar-
cane (1.9 billion tonnes) and maize (1.0 billion tonnes) [1]. Rice (Oryza sativa)
production is merely disturbed by different kinds of abiotic and biotic stresses such

B. Leelavathy (B) · R. M. Rao Kovvur
Department of Information Technology, Vasavi College of Engineering, Hyderabad, India
e-mail: leelapallava@staff.vce.ac.in

R. M. Rao Kovvur
e-mail: krmrao@staff.vce.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
N. Chaki et al. (eds.), Proceedings of International Conference on Computational
Intelligence and Data Engineering, Lecture Notes on Data Engineering
and Communications Technologies 56, https://doi.org/10.1007/978-981-15-8767-2_29

337

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8767-2_29&domain=pdf
mailto:leelapallava@staff.vce.ac.in
mailto:krmrao@staff.vce.ac.in
https://doi.org/10.1007/978-981-15-8767-2_29


338 B. Leelavathy and R. M. Rao Kovvur

as submergence, fungal, bacterial, drought, nematode, brown hopper, and stem borer.
Few of the biotic stresses like bacterial leaf blight, rice blast, brown spot, leaf smut,
gall midge, stem borer, brown plant hopper are responsible for decreasing the grain
quality and it affects less grain productivity [2]. Biotic stresses include insect pests,
fungus, bacteria, viruses, and herbicide toxicity. Plant response which is undergoing
stress differs depending on the nature and severity of the stress involved, age of the
plant, is capable of stress-tolerant nature. Paddy crops that are undergoing stress
exhibit the change of symptoms in the color, shape, and texture of the leaves. It is
obviously difficult to manually capture and quantify these micro-symptoms [3].

Taking the above context into consideration, a more improvised approach is
needed that gives a dimension to the crop, resource management practices such
as supplying sufficient nutrients, implementing irrigation regime, and many other
factors when chosen by existing farmers as a practice which becomes a potential
option for maximizing the crop yield without any certain gaps.

Tohave amodel that automates the above-mentionedgaps that increase paddy crop
production, onemust implement variousmachine learning or artificial intelligence or
deep learning [4, 5] technique. Because information technology has now changed,
the realistic challenges of our day to day life with more augmented reality and
automated applications. So, there should be some model that bridges the gap as
agriculture specifically the staple food production is a major source for the world’s
global economy. There should be the best way of deploying the expected CNNmodel
for the biotic stress prediction. The model is trained, tested, and validated with the
given dataset. Hence, dataset collection is the basic and important step to be taken
into concern.

The best way of collecting the dataset is to capture the images of leaves in the
crop field that is infected at different growth stages of the field periodically and find
out the severity of the stress is one of the simple ways to get rid of infection of leaves.
The other best method is to deploy the cameras in the crop field and automate the
capturing of images periodically on the specified time intervals like twice a day, once
in a day, weekly or bi-weekly so that, at every growth stage of the crop, we can predict
the severity of the damage that is likely to happen until it is going to be harvested.
So, if we deploy the above-mentioned method where the system automates to detect
the disease type from the images captured and also provide feedback in terms of
pesticide selection would ease the farmers retrieving high yields than expected. The
other method is to make use of available datasets from different sources like UCI
Machine Learning Repository, Plant Village dataset [6].

We briefly propose an approach to apply the concepts of deep learning techniques
to solve the problemof the conventionalmethod and automate the biotic stress predic-
tion of given rice leaf healthy, diseased images. We considered the most common
biotic stresses that a paddy crop undergoes are Brown Spot, Leaf Smut, Bacterial
Leaf Blight [7], built a model that automatically predicts the type of biotic stress
it is possessing with. The dataset we used has both diseased and healthy images.
The best-performing model achieves of accuracy score between 93 and 98.33%, by
applying the technical aspects of our approach.
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Fig. 1 Types of diseases that come under Biotic Stress

2 Background

The biotic stress in paddy crops can be due to fungi or bacteriawhich can be identified
at every growth of the plant. Following are the important types of rice plant diseases
that are considered for the proposed methodology (see Fig. 1).

Bacterial Leaf Blight

It is caused by Xanthomonas oryzae pv. oryzae. It mainly affects the leaves of the
plant causing yellowing of leaves, wilting of leaves and seedlings. During the seeding
stage, infected leaves turn to grayish-green and roll-up. As it progresses the growth
with a disease, the leaves turn from yellow to straw-colored and start wilting, leading
whole seedlings to dry up and die [8].

Leaf Smut

Leaf Smut is caused by Entyloma oryzae. It commonly affects the leaves of plants
causing small, slightly raised black spots or sori development on leaves. These small
spots are somewhat rectangular, turning the leaf a non-uniform shape with reddish
brown.

Brown Spot

Brownspot is a fungal disease that usually occurs on the host leaves andglume, aswell
as seedlings, sheaths, stems, and grains of the rice plant. The spots are gray-colored,
oval, and fungi turn the leaves to reddish or dark brown color [8].

3 Related Work

For the development of image classifiers for the identification of biotic stress diag-
nosis, there is a need for large, verified set of images of both diseased and healthy
plants [6]. There is no dataset existing so far, to address this problem, the PlantVillage
project has started collecting tens of thousands of images of healthy and diseased
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crop plants [9], which is an open-source dataset available. The dataset can perform
the classification of 26 diseases in 14 crop species using 54,306 images with a CNN
approach with the prediction of 38 possible classes and the trained model achieved
the possible test results of accuracy about 99.35% [6]. In continuation, a rice blast
feature extraction and disease classification method were proposed that is based on
Deep-CNN, however, Quantitative analysis results indicate that CNN + SoftMax
and CNN + SVM have performed similar, which is better than that of LBP + SVM
and Haar-WT + SVM by a wide margin [10].

In a very fewyears, CNNdespite its ability to extract features, it is in high extensive
use under research inmachine learning aswell as in recognition of patterns [4, 11–16].
It is also stated thatmulti-layer NNhas high learning capability, which learns features
and expresses raw data ready for performing the classification [17]. CNN is one of
the models to perform operations on images like recognition and classifications. The
detection of objects, face recognition is some of the areas where CNN is widely used.
Due to its high-end performance, we propose a method that uses CNN for predicting
the biotic stress of a rice leaf image feature extraction and disease classification, and
we ended up with good results by fine-tuning the necessary features of the model.

4 Proposed Work

To overcome the challenges, a computer vision-based approach [14, 18] has been
introduced to classify and predict the biotic stresses in the paddy crop. The proposed
method is categorized into the following stages, namely loading the datasets, data
pre-processing, splitting of data in the training set and test set, data augmentation,
recognition, and classification of stresses (see Fig. 2).

4.1 Proposed Algorithm

Step1: Input is a set of images with a dimension of 256 × 256
Step2: Input Pre-processing of an image to array representation
Step3: Further pre-processing to binary levels of [0, 1]
Step4: Data Splitting and data augmentation
Step5: Feeding into Conv2D first layer, ReLU, MaxPooling2D
Step6: Repeat step5 for another two Conv2D layers
Step7: Scale down to dense layer with Softmax Classifier at the last layer
Step8: Apply Adam optimizer, set the learning rate, compile the model
Step9: Calculate the model accuracy.

This experiment was executed on Intel® Core™ i7-8550U CPU@1.8 GHz,
2.00 GHz, Installed Memory (RAM) of 8 GB, 64-bit Operating System, ×64-based
processor.
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Biotic Stress Type 
treating the 
probabilities as 1 for 
true samples and 0 for 
the remaining

1 BLB 

2 LS

3 BS

Fig. 2 Flow diagram illustrating all the stages of the proposed methodology

4.2 Input

A dataset consisting of different biotic stress like Bacterial Leaf Blight (BLB), Leaf
Smut (LS), and Brown Spot (BS) and healthy images altogether 1000 images were
taken as input. The dataset is a combination of different images taken from different
sources. Loading of the dataset is done before with necessary packages like NumPy,
Sklearn, Keras [19] that run on the top of TensorFlow [5, 20]. Also, Matplotlib must
be imported.

4.3 Input Pre-processing

Pre-processing of input images is done so that the feature extraction becomes simple.
Once the dataset is loaded, in this step every image from the dataset is converted to
an array, later converting them to binary levels of 0 and 1, i.e., we have transformed
the image labels using Scikit Learn’s LabelBinarizer, printing the class labels that are
assigned to the processed images. The images are further pre-processed by scaling
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the data points from 0 to 255 (the minimum and maximum) RGB values to the range
of [0, 1].

4.4 Data Splitting and Data Augmentation

Splitting of the dataset into two disjoint subsets of optimal test size of 0.20 leading
to the test-train split of 80–20% for training and testing purposes. Data augmen-
tation consists of a suite of techniques and methods that increases the size and
quality of the given training images/datasets which enables better deep learning
model [21] to be built using them. This can be derived from simple transformations
such as flipping horizontally, color, space augmentations, and cropping the image
randomly [22]. We have used ImageDataGenerator method in Keras by passing the
arguments rotation_range used for random rotations, width_shift_range specifies the
horizontal shifts, height_shift_range specifies the vertical shifts, shear_range inten-
sity of angles in counter-clockwise direction, zoom_range, horizontal_flip, fill_mode
fills the points out of the boundary by nearest mode.

4.5 CNN Model

The deep learning CNN model is technically used to train and test, each input
image which passes through a series of convolution layer with filters of size 32 with
ReLU(Rectified Linear Unit), Maxpooling, convolution layer with filters of size 64,
128 followed by ReLU, Maxpooling, fully connected layers, applying a SoftMax
function to classify an image that is undergoing biotic stress. For the complete illus-
tration of CNN to process an input image and classification of the diseased images
based on values (see Fig. 3).

Convolution Layer: When convolution operator must be applied on this layer, we
can use dimensions depending on the model we build. There can be convolution with
1D, 2D, or 3D. This function takes certain arguments like input_dim which specifies
the number of channels or dimensions does the input consists of, input_shape must
be provided in conjuction with input_dim if we wish to use this as a first layer for

Fig. 3 CNN model flow architecture
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Table 1 Findings observed
during the execution

Biotic stress
type

Number of
images

Number of
epochs

Accuracy (%)

BLB 1000 {healthy,
infected}

50 93.33

LS 25 97.61

BS 25 98.33

the desired model. For our proposed method, we have used 2D convolution layers
height and width of an input of size 256 × 256 with depth = 3 with 32, 64, 128
filters, followingwith activation function of argument “ReLU.” Batch normalization,
MaxPooling operation with 2D is applied which represents the input tensor shape to
the mentioned output tensor of pool size = (3, 3) and (2, 2) downscaling the vector
horizontally and vertically the size of the image, with a dropout of 0.25 followed by
dense layer with the last layer using SoftMax classifier to generate the appropriate
values as output.

Image matrix= (h*w*d), Filter= fw* fh* d, Stride of size= 2, ReLu is used for
non-linear function whose output is obtained using f(x) = max(0, x). Maxpooling
layer obtains the maximum value from the rectified feature map acquired. Fully
connected layer flattens the features to build a model. The obtained model is given to
the activation function called SoftMax to classify and predict the biotic stress levels.

5 Results and Observations

The model was implemented by importing Keras libraries, using TensorFlow in the
background [5, 23, 24] with the above-mentioned methodology, by calculating the
accuracy results of training and validation [3, 4]. Findings are mentioned in Table 1,
the accuracy obtained for biotic stress prediction is 98.33% for biotic stress type
BrownSpot and the model outputs are demonstrated that clearly state the predictions.

6 Metrics for Evaluation

To evaluate the performance of different methods in use, there are many statistical
parameters used as metrics. Few of the quantitative measures are below.

6.1 Accuracy

The classification accuracy acts as the principal indicator; the higher it is, leading to
a better performance by the specified classifier (see Fig. 5). The accuracy, in general,
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Fig. 4 Code Snippet of the classifier that calculates the model accuracy for the number of correct
predictions

Fig. 5 Representing different patterns observed during the validation and training of the dataset
based on the test set of 0.20. a LS b BLB c BS

can be calculated using Eq. (1) (Fig. 4)

Accuracy = Number of correct predictions

Total number of predictions performed
(1)

6.2 Receiver Operating Characteristic Curve (ROC)

The other important objective metrics in the task of image classification, which is
defined by true positive rate and false positive rate; the larger the area under the ROC
curve, the best classification it is. A graph plot that illustrates the binary classifier
(see Fig. 5). Area under curve is the percentage of the area that lies under the ROC
curve, with a range between 0 and 1 (Fig. 6).
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Fig. 6 ROC curve

7 Conclusion

The work has successfully classified the biotic stress prediction of paddy crop leaf
disease images which automates the system of identification of biotic stress under
different types of diseases the crop undergoes. It is quite typical to interpret the type
of disease the crop is undergoing with manual intervention. The presented scenario
of approach is flexible and robust enough to handle field crop images. To be generic,
the model can be applied for autoprediction on different rice varieties/grain crops
that are undergoing biotic stress which is a preliminary check that maximizes the
period of potential growth of the paddy crop. However, prediction of food security
and the yield of production after applying this model on the real-time paddy crop
field can be done as a future scope.
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High Average Utility Itemset
Mining: A Survey

Mathe John Kenny Kumar and Dipti Rana

Abstract The past two decades has seen a great amount of research being done in the
area of “Data Mining”. “Frequent Itemset Mining” is one application of “Data Min-
ing” used to mine “Frequent Patterns” from databases. Itemsets that occur frequently
only extract patterns that are frequent. This type ofmining has its disadvantage. Items
that are frequent may or may not be profitable to an organization. For this type of
disadvantage to be overcome “High Utility Itemset Mining” had been introduced.
It is used to mine profitable patterns from databases. This can help organizations to
market profitable patterns. “High Utility Itemset Mining” also has its own disadvan-
tage, because while mining itemsets, the lengths of the itemsets are not taken into
consideration. The bigger the length of the itemset the more the profit. This does
not give a real representation of the value or profit of the itemset. To get over this
problem “High Average Utility Itemset Mining” had been introduced.

Keywords High Average Utility Itemset Mining · Transaction utility ·
Transaction maximum utility

1 Introduction

The main idea of “Data Mining” [1, 2] is to discover knowledge in humongous
amounts of data. Knowledge from data can be discovered using “Frequent Itemset
Mining”. The items that are frequent are used to mine association rules [3]. Itemets
which occur frequently can be discovered using “Frequent Itemset Mining” algo-
rithms. For example, in a super market setting, milk and bread are bought more
frequently than milk and diapers; therefore, milk and bread is an itemset which is
frequent as it exceeds minimum support [3]. Many contributions have been made till
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date for “Frequent Itemset Mining” [3–9]. A critical drawback of “Frequent Itemset
Mining” is of the fact that it only mines “Frequent Itemsets” and not the itemsets
that are profitable to an organization. For example, an itemset of Home automation
system (1), Laptop (1) is more profitable than Bread (10), Milk (10). In this example,
although home automation system and laptop have frequency of only 1, the itemset is
more profitable than bread and milk which have a frequency of 10. To overcome this
drawback “High Utility Oriented Itemset Mining” (HUIM) [10–13] was proposed.
“Utility” represents the profit or weight of an itemset. Unlike “Frequent Itemset
Mining”, “High Utility Itemset Mining” (HUIM) does not adhere to the “Downward
Closure Property”. Developing upper bounds to eliminate itemets is a challenging
task in HUIM. Applications of “Utility Itemset Mining” include analysis of users
usage of a website [5, 14, 15], marketing [8, 16, 17], and bioinformatics. Various
sub-fields of “Utility Pattern Mining” such as “High Utility Pattern Mining” [18],
“High Utility Rules” [19, 20], “High Utility Sequential Patterns” [21, 22], and “High
Utility Episodes” [23, 24] have also been proposed. Although “High Utility Itemset
Mining” [18] is more effective than “Frequent Itemset Mining” [3, 4], there is a
drawback with respect to the length of the itemsets. While discovering “High Utility
Itemsets” the lengths of the itemsets are not taken into consideration. This is not
correct as the profits of the set of items will be more for itemsets that have greater
number of elements. This obvious limitation has been overcome by, “High Average
Utility Itemset Mining” (HAUIM). This paper has the following contributions.

• We discuss various applications of “High Average Utility Itemset Mining”
(HAUIM) and motivation to explore HAUIM.

• We review all the “High Average Utility Itemset Mining” algorithms from the year
2009–2019.

• We explain in detail about two algorithms, namely, HAUI-Miner [25] and
EHAUPM [26] with a common example

• We discuss various features of “High Average Utility Itemset Mining” in terms of
related work, approach, number of phases, limitations.

The structure of this paper is as follows. Section2 describes various applications of
“High Average Utility Itemset Mining”. This section also provides the motivation
to explore HAUIM algorithms. Section3 describes various preliminaries and defini-
tions related to “High Average Utility Itemset Mining”. Section4 describes various
algorithms in detail from the year 2009–2019. Section5 lists the various features
of HAUIM algorithms and all the “real” as well “Synthetic Datasets” used in each
HAUIM algorithm. Section6 describes various Challenges and Research Opportu-
nities with respect to finding “High Average Utility Itemsets”.
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2 Applications and Motivation of High Average Utility
Itemset Mining

2.1 Applications

Market Basket Analysis In market analysis, when a customer buys a particular
item it is seen that he/she buys other set of items along with the first item. Frequent
Itemset Mining [8] approaches like the “Level-Wise” and FP-growth [27] were used
to extract frequent patterns which give an idea into the pattern that is followed by the
customer when he/she buys a particular item. This can help to market the products
better through mail or through various social media networks. Rack arrangement
according to “Frequent Patterns” can also be done to help customers pick up products
along the way. The drawback of “Frequent Itemset mining” [8] is that it does not
mine the utility of a pattern or the value of a pattern. By using “High Average Utility
Itemset Mining” [25] techniques better market basket analysis can be done with
respect to the profit of the itemset.

WebMiningWebdata contains rich information.Web logs contain users information
about the number of clicks in each session as well as any purchases that have been
made. “Internal Utility” is the number of clicks of a user in a particular session.
“External Utility” can be expressed in terms of the importance of each webpage
depending upon the users preferences. By using “Utility Oriented Pattern Mining”,
users usage of the web can be mined easily. The results frommining web logs can be
used to build personalized web pages, personalized search engines, recommendation
of web pages and products.

E-Commerce IOT technologies that are used in mobile phones, wireless networks,
and Global positioning devices are used to capture and store information about users
behavior. Information about users behavior can be used to perform data analytics
which can infer useful and interesting patterns. “Utility Oriented Pattern Mining”
can be used to find user behaviorwhich can be of great importance. Sequential Pattern
Mining [21] for mobiles are used to discover “High Utility Sequence Patterns” from
mobile data. It is used tomine “AssociationRules”with respect to customers purchase
behavior and his/her location. It can also act as a recommender system to recommend
products based on locations.

Utility Patterns in Bioinformatics When experiments are done in biomedicine a
row can be defined as a set of genes and their “Internal Utilities” as levels of expres-
sion. Each gene in a set of genes has some importance which can be represented
by “External Utility”. Useful associations between genes can be established using
bio informatics. Gene regulation patterns were successfully discovered from a time
course of comparative data of gene expressions in bioinformatics. HighAverageUtil-
ity Pattern discovery in gene expression data can help in discovery of newmedicines.

Motivation: The motivation for mining “High Utility Patterns” is because of its
various real-time applications like real-time monitoring of profits of supermarket,
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marketing various products to customers depending upon the utility of their previous
transactions. Various other mining techniques like “Clustering” and “Classification”
can also be used to group similar customers and products according to their buying
behavior. “Utility Mining” can also be applied to group users based on web logs.
This technique can be implemented to find new diseases based on protein sequencing
and gene sequencing. The above real-time applications and many others motivate for
further research of “Utility Oriented Pattern Mining” in terms of discovery of new
algorithms and other real-time applications.

3 Basic Concepts of Utility Oriented Pattern Mining

This section introduces the basic notations that will be used throughout the paper.
It also introduces various definitions related to “High Utility Itemset Mining” and
“High Average Utility Itemset Mining” (Table 1).

3.1 Preliminaries for High Average Utility Itemset Mining

Preliminary 1 (“Frequent Pattern Mining” and “Association Rule Mining”): “Asso-
ciation Rule” of the form P → Q, where P ⊂ I , Q ⊂ I , and P

⋂
Q = φ. Given a

database, a pattern is said to be “frequent” if its items occur frequently. The number
of times an itemset X occurs in a database is represented as sup(X). An “Association
Rule” is defined as R : P− > Q where P and Q is disjoint and Q is non-empty.
Association rules are constructed using frequent itemsets. If the “Confidence” of
the itemset is no less than the minimum threshold (min_con f ) the association rule
is called a strong association rule. For example, {laptop} → {antivirus}[sup =
5%, con f = 80%], this means that laptop and antivirus are purchased together 5%
of the times and 80% of the times customers who purchase laptop also purchase
antivirus.

Prelimnary 2 (“High Utility Itemset”, HUI): HUI gives the value or the profit of
the item set instead of the frequency of the item set of a database. This paper adopts
similar definitions as defined in [28]. This paper will use the below example Fig. 1
tables, namely, Transaction Utility and External Utilities through out to maintain
consistency among different examples that will be explained in detail.

Prelimnary 3 (“High Average Utility Itemset”,HAUI): “High Utility Itemset” is the
profit of the itemset in a database whose profit exceeds the minimum threshold value.
The longer the length of the transaction the greater is the utility. To get a fair or a
real value of the itemset(X) the average of the itemsets are considered.If the utility
of the itemset {AB} is 25 the average utility of the itemset is 25/2 = 12.5.
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Table 1 Symbols and meaning

Symbols Meaning

X
Set of unique items n distinct items i t =
{i t1, i t2, i t3, . . . , i tn}

DB
Quantitative database DB =
{Tr1,Tr2,Tr3, . . . ,Trn}

T I D
Each Trn ∈ DB is a unique transaction in a
database DB

X
m-itemset having m unique items i =
{i t1, i t2, i t3, . . . , i tm}

sup(X)

No of times X occurs in Database DB

q(i t j , Trq )
Number of items i t j in transaction Trq

eut(i t j )
External Utility of an item i t j

ut(i t j , Trq )
Profit of an item i t j in transaction Trq

ut(X j , Trq )
Profit of a set of items X in transaction Trq

min_sup
Predefined Threshold for Support

min_con f
Predefined Threshold for confidence

tut(trq )
Summation of all the utilities of transaction
Trq

δ

Minimum high average utility threshold

min_util
δ × ∑

(Trq , Trq ∈ DB)

min_autil
δ × ∑

(Trq , Trq ∈ DB)

twut
Transaction weighted utility of a pattern

tmut
The maximum utility of all the utilities in a
transaction Trq

htwui
Itemset whose twu is greater than min_util

hui
Itemset whose utility is greater than min_util

auub
Summation of maximum profits of a set of
items or an item X occuring in database DB

hauub
If auub(X) > min_autil minimum average
utility threshold, then auub is said to be hauub

huim
“High utility itemset” mining

m-i temset
Itemset which contains m number of items
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Fig. 1 Transaction table and external utilities

Definitions

Definition 1 Consider I T = {it1, it2, . . . , itm} be a group of items and DB be a
database {Tr1, Tr2, . . . Trn} such that a transaction Tri ∈ DB is a subset of IT.

Definition 2 The “Local Transaction Utility”, lut(itp,Trq), is the number of items
of an item i tp in transaction Trq .

From Fig. 1 lut(B,Tr1) = 2.

Definition 3 “External Utility” eut (i tp) is the profit of an item itp.
From External Utilities of Fig. 1 eut(D) = 8.

Definition 4 Utility ut (i tp, Trq), is the product of internal and external utility for
item i tp in transaction Trq , given by

ut (i tp, Trq) = lut (i tp, Trq) × eut (i tp) (1)

ut(D,Tr1) = 2 × 6 = 12 from Transaction Table and External Utilities of Fig. 1.

Definition 5 The profit of an itemset X in transaction Trq , ut (X, Trq) is given by

ut (X, Trq) =
∑

ut (i tp, Trq) (2)

ut (BD, Tr1) = 2 × 6 + 2 × 8 = 28 from Transaction table and External Utilities
of Fig. 1.

ut (X) =
∑

Trq∈DB

∑

i tp∈X
ut (i tp, Trq) (3)

ut (AD) = ut (AD, Tr5) + ut (AD, Tr6) = 44 + 48 = 92.
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Definition 6 The “Transaction Utility” of particular transaction Tq is denoted as
tut (Tq). It specifies the total weight of all the items in a particular transaction

tut (Trq) =
∑

i tp∈Trq
ut (i tp, Trq) (4)

tut (Tr2) = ut (A, Tr2) + ut (B, Tr2) = 8 + 36 = 44, from Transaction Table and
External Utilities of Fig. 1.

Definition 7 The “Minimum High Average Utility Threshold” is the product of
δ and the sum of the total utility values of all the transactions in database DB. In
Transaction table and External utilities of Fig. 1 the sumof all the “transaction utility”
values is 427. If δ is 0.12,then the “minimum utility” value can be defined as

min_autil = β ×
∑

tut (Trq), Trq ∈ DB (5)

min_autil = 0.12 × 427 = 51.24 from Transaction table of Fig. 1

Definition 8 In huim “Downward Closure Property” cannot be maintained. From
External utilities, “a” is a low utility itemwith utility of 32 < 51.24whereas utility of
{A, B} is 134 and {A, B, D} is 146 which are both “high utility” item sets, therefore
“Downward Closure Property” cannot be applied to mine “High Utility Itemsets”.

Definition 9 As “Downward Closure Property” is not adhered to, “Downward Clo-
sure Property” is maintained using “Transaction Weighted Utilization”. It is denoted
by twut (X), is the summation of the transaction utilities of all the transactions in
the database DB.

twut (X) =
∑

X⊆Trq∈DB

tut (Trq) (6)

twut (BC)= tut (T1) + tut (T4) = 52 + 37 = 89, fromTransaction Utility and External
Utilities of Fig. 1. Here min_util = 51.24. As twut (BC) < min_util, any super
pattern of “BC” cannot be a High twu itemset (candidate itemset) and obviously
cannot be a “High Utility Itemset”. X is a “High Transaction Weighted Utilization
Itemset” (i.e., a candidate itemset) if twut (X) ≥ min_util.

Definition 10 The “average utility” aut (X) of an itemset X with respect to a trans-
action database DB is the addition of profit values of X where X is contained in all
the transactions ofD divided by the number of items contained in X. It can be defined
as

aut (X) =
∑

Trq∈DB∧
X⊆Trq

ut (X, Trq)/|X | (7)

An itemset AB appears in transactions Tr2, Tr4, Tr5, andTr6. Average Utility of
AB is aut (AB) = ut (BC, Tr2) + ut (BC, Tr4) + ut (BC, Tr5) + ut (BC, Tr6) =
((4 × 2 + 6 × 6) + (2 × 2 + 2 × 6) + (6 × 2 + 5 × 6) + (4 × 2 + 4 × 6))/2 =
134/2 = 67, from Transaction Utility and External Utilities of Fig. 1
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Definition 11 Let δ be a predefined “Minimum Average Utility Threshold”. An
itemset X is said to be a “High Average Utility Itemset” if it greater than the “Min-
imum Average Utility Threshold”. For example, if the value of min_autil is 51.24
then the itemset the average utility of itemset AB, i.e.,aut{AB} = 67 > 51.24 from
Transaction table and External utilities of Fig. 1, so BC is a “High Average Utility
Itemset” (HAUI).

Definition 12 “Frequent Pattern Mining” satisfies the “Downward Closure Prop-
erty”. But “High Average Utility Itemset Mining” does not, so this is a problem
which is more difficult than mining “Frequent Itemsets”. For example, aut{A} = 32
which is less than the minimum threshold, i.e., 51.24 whereas the average utility
of {AB}, i.e., aut{AB} = 67, from Transaction table and External utilities of Fig. 1
which is greater than the minimum threshold. To overcome this Hong et al. proposed
an auub model to satisfy the “Downward Closure Property”.

Definition 13 The maximum utility mu of a transaction is the largest value of a
particular transaction Trq .

max(Trq) = max{ut (i tq1, , Trq), ut (i tq2, Trq), ut (i tqm, Trq)}, (8)

where utq j is the utility of item i tq j in transaction Trq for j = 1 . . .m
In Fig. 1 max(Tr1) = 24.

Definition 14 The “Average Utility Upper Bound” auub of an itemset X is the sum
of all the maximum utilities of all transactions in a transaction database DB where X
is found.

auub(X) =
∑

Trq∈DB
∧

X⊆Trq

mut (Trq) (9)

The itemset AB occurs in four transactions Tr2, Tr4, Tr5, Tr6 External Utilities
of Fig. 1, so auub({AB}) = mu(Tr2) + mu(Tr4) + mu(Tr5) + mu(Tr6) = 36 +
21 + 32 + 40 = 129.

Definition 15 An itemsetX is called a “HighAverageUtilityUpper bound”HAUUB
itemset if its auub(X) > min_autil, where min_autil is the “Minimum Average
Utility Threshold”.

For example, the itemset {AB} is a hauub itemset because auub({AB}) = 129 >

51.25 from Transaction Table and External Utilities.

4 High Average Utility Itemset Mining Algorithms

This section describes the various algorithms developed to mine “High Average
Utility Patterns” with respect to various data structures used such as apriori, tree
based, list based. This section also describes the various pruning techniques used to
prune candidate itemsets.
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Fig. 2 Taxonomy of High Average Utility Itemset Mining (HAUIM) Algorithms
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4.1 Algorithms with a Measure of Average Utility
[2009–2016]

TPAU [10]: This was the first paper which outlined a new measure called “Average
Utility”. Hong et al. proposed an algorithm to discover “High Average Utility Item-
sets”. This paper is a “Two Phase” mining algorithm. The algorithm maintains the
“Downward Closure Property” in the phase one by finding the upper bounds of the
itemsets. This upper bounds are used to prune the itemsets whose utilities are not
greater than the “minimum utility threshold”. This process is done in a level-wise
approach. A final database scan is required in the phase two to find the real “utilities”
of the itemsets. Due to overestimation of the utilities of the itemsets many candidate
itemsets are pruned which in turn saves a lot of computational time [10].

PBAU [29]: GUO-CHENG LAN et al. proposed a method to mine “High Average
Utility Itemsets” which is based on projection of prefix databases. An indexing
mechanism is used to identify the transactions to be processed from the database.
The indexing mechanism directly generates “High Average Utility Itemsets” from
the database. As the original database is not directly copied huge amount of memory
is saved. The pruning strategy which overestimates the utility of each itemset is used
to prune unpromising itemsets which in turn results in less computational time [29].

PAI [30]: PAI algorithm is an improved version of PBAU [29] approach. This
approach uses improved upper bounds to mine “High Average Utility Itemsets”.
This algorithm mines the itemsets directly from the transactional database using a
projection technique. There is no need to first generate the candidate itemsets and
then mine the real average utility itemsets. Due to the use of projection technique
the entire original database need not be copied thus reducing memory usage. The
improved upper bound greatly decreases the computational time [30] (Fig. 2).

HAUI-Tree [31]: This paper uses theHAUI-Tree algorithm and a novel data structure
to mine “High Average Utility Itemsets”. This algorithm prunes itemsets that are
unpromising by overestimating the value of the itemset. Only one database scan is
required. Experiments are done using two datasets, namely, BMS-POS and CHESS.
This method generates candidates much faster than other methods. For example
using BMSPOS dataset at 0.8% of minimum average utility threshold HAUI-Tree
[31] requires 0.66min compared to 157min required by PAI [30].

HAUI-Miner [25]: This paper uses the “UtilityList” structure tomine “HighAverage
Utility Itemsets”. A database scan is required to calculate the “maximum utilities”
of all transactions as well as the “Average Utility Upper Bound” (auub) of each 1-
itemset. Database is scanned again to remove 1-High average utility itemsets whose
utility is less than “Minimum Average Utility Threshold”. The database is revised
to arrange each item in ascending order of auub. Database is projected for each
1-HAUUB and the item whose auub is less than the “Minimum Average Utility
Threshold” is pruned. HAUI-Miner [25] utilizes a “Utility List” to build lists for
each 1-HAUUB itemset using the projected database. This algorithm discovers “High
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Average Utility Itemsets” by using a depth first search approach. Items which are
unpromising are pruned efficiently [25].

List data structure has been used extensively to mine “High Utility Itemsets”. We
provide a working example of HAUI-Miner by using Transaction Table and External
Utilities of Fig. 1

Step 1: Calculate tmut for each transaction Tq .For example, the ut (A) = (2 × 6) =
12, ut (B) = (8 × 3) = 24, ut (2 × 8) = 16. Therefore the tmut (12, 24, 16) = 24.
If the “MinimumAverageUtility Threshold” is 12%, so the value of “MinimumAver-
age Utility Threshold” is (.12) × (52 + 44 + 38 + 37 + 74 + 102 + 64 + 16) =
51.24.

Step 2: “High Utility Itemset Mining” does not satisfy the “Downward Clo-
sure Property”. So the upper bound of each 1-itemset is found. For example, the
auub(A) = 36 + 21 + 32 + 32 = 129.

Step 3: In the above example the value of C, i.e., 45 < 51.24 so the item C can be
pruned. The 1-itemsets can be arranged in ascending order E ≺ A ≺ D ≺ B.

Step 4: The Revised Transaction Table as shown in Fig. 3 is constructed by pruning
item c

Step 5: The projected sub-database is extracted from the Revised Transaction table
as shown in Fig. 4

Step 6: Find the auub values of all 1-itemsets with respect to Projected Database of
{E} as shown in Fig. 4

Step 7: The auub value of {A} is less than the min_autil, i.e., 51.24, therefore the
item {A} is pruned from the projected database of {E}
Step 8: Utility lists are built for 1-itemsets.

Step 9: 2-Item utility lists are constructed by the joining the 1-itemsets constructed in
Step 8. If the aut{ED} > min_autil then the itemset is added to the “High Average
Utility Itemset”, else the tmu value is checked if it is greater than min_autil. In the
below example the aut{ED} = 70 + 64/2 = 67, which is greater than min_autil
which is 51.24, therefore the itemset {ED} is added to the HAUI. In the below utility
list of {EB}, aut ({EB}) = 38 + 54/2 = 46 < 51.24.

Step 10: 3-item “utility lists” are built by joining the 2-item “utility lists” (Figs. 5
and 6).

HAUI-MMAU [32]: This paper presents “HighAverage ItemsetMining”with “Mul-
tiple Minimum Average Utility Thresholds”. HAUI-MMAU [32] is an algorithm
which has two phases. The first step in this algorithm is to find the least value of
all the minimum average utility thresholds and compare it with the “Average Utility
Upper Bound” of the 1-itemset. The auub value can be calculated by adding the tmu
values of all the transactions which has the 1-itemset. If the auub value of the 1-item
is not greater than or equal to the the least minimum threshold value then the item is
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Fig. 3 Transaction maximum utilities and revised transaction db

Fig. 4 auub values and projected database of {E}

Fig. 5 Revised projected database of {E} and utility lists

Fig. 6 Utility lists of 2-itemsets and 3-itemsets
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pruned else the item is not pruned. An “Improved Estimated Co-occurrence Pruning
Strategy” (IEUCP) is used for pruning the search space [32]. The “Pruning before
Calculation Strategy” (PBCS) is implemented at the beginning of the second phase
to reduce the number of “High Average Utility Upper Bound Itemsets” [32].

Algorithms with a Measure of Average Utility [2017–2018]

EHAUPM [26]: Previous algorithms like HAUI-Miner [25] used auub upper bound
to overestimate the utilities of itemsets. auub is based on transaction maximum util-
ity. This algorithm provided two novel upper bounds to prune unpromising itemsets.
These upper bounds prunemore unpromising itemsets. An List structure calledMAU
was developed to keep the (a) utility values (iutil) (b) revised maximum utility (rmu)
(c) remaining maximum utility (remu) [26]. Using rmu and remu two new upper
bounds are developed, namely, lub and rtub [26]. The minimum of auub, lub, rtub
is compared with the min_autil, if the upper bound is less than or equal to the
min_autil the itemset is pruned, else its supersets are explored. Three techniques
have also been developed to eliminate itemsets that are not promising.
All the pruning techniques in the EHAUPM [26] are explained clearly using Trans-
action Table and External Utilities of Fig. 1.

Step 1: Calculate “Average Utility Upper Bound” of each 1-item from the database
DB.Transaction Table and External Utilities of Fig. 1 are used to find the “Average
Utility Upper Bound” of each item.

Step 2: auub values of each 1-items have been calculated and illustrated in Fig. 3.

Step 3: From auub values of Fig. 3 auub(C) = 45 which is less than min_autil
ie 51.24 therefore the item C is pruned.

Step 4: The transaction table is rearranged according to ascending order of auub
as illustrated in the table called “Revised Transaction db” of Fig. 3 and its auub val-
ues are re-calculated as illustrated in Fig. 4.

Until now mu (maximum utility) has been used to calculate the upper bound, this
algorithm proposes rmu(revised maximum utility) and remu (remaining maximum
utility).

rmu(X, Trq) = max{ut (i t1, Trq), u(i t2, Trq), . . . ut (i t|Trq |, Trq)} (10)

From Fig. 7 rmu(E) = 20 + 40 + 40 = 100

remu(X, Trq) = max{ut (i tm + 1), Trq), ut (i tm + 2), Trq), . . . ut (i tN , Trq)}
(11)

From Fig. 7 remu(E) = 18 + 40 + 24 = 82
Step 5: Now MAU Lists for all 1-items E, A, D, B are constructed.
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Fig. 7 MAU lists

Step 6: Using rmuand remu in Step 5 two new upper bounds were proposed, namely,
lub and rtub.

lub(X, Trq) = ut (X, Trq) + |X | × remu(X, Trq)/|X | (12)

lub(X) =
∑

X∈Trq ∧
Trq⊆DB

lub(X, Trq) (13)

lub(AD, Tr5) = 44 + |2| × 30/2 = 52
lub(AD, Tr6) = 48 + |2| × 24/2 = 48
lub(AD) = 52 + 48 = 100.

r tub(X) =
∑

X⊆T́ rq∈D
rmu(X, T ′rq) (14)

r tub(AD) = r tub(AD, Tr5) + r tub(AD, Tr6) = 32 + 42 = 72.auub(AD) = 72

The minimum of the three upper bounds rmu, remu and auub is considered as an
upper bound for the item set. In the above example for the item set upper bound
of {AD} = min{remu(AD), rmu(AD), aaub(AD)} = 72. As 72 > 51.24 itemset
AD is not pruned.

Step 7: Three more pruning strategies have been developed to prune unpromis-
ing itemsets early. The above is a running example of the working of EHAUPM [26]
using Fig. 1.
FHAUM [33]: “High Average Utility Itemset Mining” is used to get a fairer rep-
resentation of each utility in an itemset. In previous algorithms auub is used as an
upper bound to overestimate the profit of an itemset. This algorithm proposes two
novel upper bounds to prune unpromising itemsets

1. The second pruning technique lubau, “Lower Upper Bound Average Utility”
is defined as follows:
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lubau(X) = ut (i t1) + ut (i t2) + · · · (i tm)%m (15)

2. The third pruning technique tubau(X) is a better upper bound than lubau(X),
tubau(X), “Tighter Upper Bound Average Utility” of an itemset X is defined as
follows:

tubau(X) = ut (Y ) + ut (i tm + 1)%2, (16)

where X (= Y
⋃

i tm+1)(= i t1
⋃

i2, . . . i tm
⋃

i tm+1)

Twoversions of FHAUMalgorithmswere compared, namely,D-FHAUPM(depth
first search version) and B-FHAUPM (breadth first version). The datasets used were
accidents, chess, foodmart, kosarak, pumsb, retail.

IMHAUI [34]: An algorithm to mine “High Average Utility Itmesets” algorithm in
incremental databases was proposed. Many candidates were generated in previous
algorithmsdue tomultiple database scans. In IMHAUI [34] a tree-baseddata structure
is used to store all the information of a given incremental database. Based on a path
adjusting method this algorithm performs a restructuring process to preserve the
compactness of the data structure. IMHAUI [34] outperforms other algorithms in
terms of time taken, usage of memory and performance of the algorithm when huge
number of transactions were added to the database.

MPM [35]: A new method called MPMwas introduced which used the “High Aver-
age Utility Pattern Mining” approach and the “Damped Window” approach which
has previously been used in “Frequent Pattern Mining” to extract “High Average
Utility Itemsets” from data streams. New data structures, namely, DAT and TUL
and a new pruning strategy had been implemented to make the mining process more
effective [35]. Through this method users can get information about patterns which
are useful for the discovery of symptoms which can be useful in linking them to
certain diseases from the data. Various real datasets like “Breast Cancer Wiscon-
sin”, “Liver Disorders”, “Heart Cleveland”, and “Hepatitis” were used to compare
the performance of MPM with other algorithms. MPM [35] performs better than
UP-Growth [14], IMHAUI [36].

MHAI [37]: This paper introduces a new “High Average Utility Pattern Mining”
algorithm called MHAI. This paper uses HAI-List to store all the information neces-
sary to extract “High Average Utility Itemsets” without the use of candidate itemsets
[37]. Database is scanned twice to build the HAI Lists of all 1-itemsets. By using a
recursive approach all “High Average Utility Itemsets” can be found by constructing
utility list of all items which are greater than one. A new strategy to prune itemsets
based on maximum average utility is used to prune unpromising itemsets so that
costly join operations of the utility lists can be avoided [37]. Four datasets, namely,
Chess, Accidents, Retail, Chain-Store were used. MHAI [37] has better runtime than
TPAU [10], PBAU [29], HAUI-Tree [31].

FUP-HAUIMD [38]: This paper presents an effective algorithm FUP-HAUIMD for
updating the “High Average Utility Itemsets” when there is a deletion of transactions



362 M. J. Kenny Kumar and D. Rana

Fig. 8 MFUP model

from the database. For the algorithm to be correct and complete an MFUP(Modified
Fast Updated) model was developed using FUP [39] model. This MFUP model
decreases the number of times the database is scanned.There are four cases inMFUP
concept they are
Case 1: An itemset could be a 1-“High Average Utility Upper Bound Itemset” or a
non-“High Average Utility Upper Bound Itemset” if an itemset is a 1-“High Average
Utility Itemset” in the primary database as well as in the transactions which have
been deleted [38].
Case 2: An itemset is always a 1-“High Average Utility Upper bound itemset” in
the database which has been updated if an itemset is 1-“High Average Utility Upper
bound Itemset” in the primary database but a non 1-“High Average Utility Upper
bound Itemset” in the transactions which have been deleted [38].
Case 3: The itemset is always a non 1-“High Average Utility Itemset” after the
database has been updated if the itemset is a non 1-“High Average Utility Upper
bound Itemset” in the primary database but a 1-“High Average Utility Upper Bound
Itemset” in the transactions which have been deleted [38].
Case 4: In this case an other database scan is required to find the average utility
of the itemsets and then the results have to be updated if an itemset is a non 1-
“High Average Utility Upper Bound Itemset” in the primary database as well as the
transactions which have been deleted [38] (Fig. 8).
Firstly, the transactions which have been deleted are scanned to obtain the Average
Utility-Lists of 1-itemsets. Based on the MFUP model (each case is taken into con-
sideration) the updated database utility lists of 1-HAUUBIs are obtained.min_autil
of the updated database is given as min_autil = (TUT DB − TUT db) × δ. If the
average utility of the itemset is greater thanmin_autil then the itemset is added to the
HAUI else the itemsets tmut value is used to check whether it is less thanmin_autil
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[38]. If the condition is not satisfied the (k + 1) Average utility list is not constructed.
A recursive depth first method is used to combine Average Utility lists of k-itemsets.
If the updated Average Utility lists are greater than the min_autil it becomes a high
average utility itemset [38]. The datasets used were accidents, kosarak, mushroom,
retail, foodmart. FUP-HAUIMD [38] performsmuch better than HUI-miner [25] and
EHAUPM [26].

FUP-HAUIMI [40]: This paper presents a way to discover high average utility item-
sets without re-scanning the database repeatedly whenever the database is inserted
with transactions. This paper uses the FUP method to develop an adapted FUP con-
cept which categorizes the 1-HAUUBIs into four cases [40].
Case 1 An itemset is still a 1-“High Average Utility Upper bound itemset” after the
database has been upadated if an itemset is a 1-“High Average Utility Upper bound
Itemset” in the primary database and in the transaction that have been inserted [40].
Case 2An itemset is said to be 1-“High Average Utility Upper bound itemset” or not
a “High Average Utility Upper bound itemset” if an itemset is a 1-“High Average
UtilityUpper bound itemset” but not a 1-“HighAverageUtilityUpper bound itemset”
in the transactions that were inserted [40].
Case 3 An extra scan of the database is required to get the “Average Utility” of the
itemset in the primary database and then update the database with the updated value
of average utility if the itemset is a non-“High Average Utility Upper bound itemset”
in the primary database but a 1-“High Average Utility Upper bound itemset” in the
transaction that have been inserted [40].
Case 4 An itemset stays a non 1-“High Average Utility Upper bound itemset” after
updating a database if an itemset is a non 1-“High Average Utility Upper bound
itemset” in primary database and also in the transactions that have been inserted
[40]. The first step is to build average utility lists of 1-itemsets from the inserted
transactions. The second step is to merge the average utility lists of primary database
and the transactions that have been inserted.By considering themerged transactions if
the “Average Utility” of the itemset is not less than the “Minimum Average Utility”,
i.e., min_autil = (TUT DB + TUT db) × δ [40], then the itemset is said to be a
“High Average Utility Itemset”. An another database scan is required if the item
does not exist in the primary database. The final step is to find the average utilities of
the selected itemsets. For experiment purpose real datasets were used such as retail
(sparse), kosarak(sparse), mushroom(dense), foodmart(sparse). FUP-HAUIMI [40]
performances much better when compared to HAUI-Miner [25] and IHAUPM [17].
MEMU+ [41]: This algorithmmines “HighAverageUtility Itemsets”with “Multiple
Minimum High Average Utility” Thresholds. List structure called MAU and sorted
enumeration tree greatly reduces the search space [41]. An upper bound called rtub is
used to remove unpromising itemsets. This upper bound is a better upper bound than
the traditional auub upper bound. By using the rtub upper bound three new strategies
to prune the search space have been proposed. [41]. The MEMU+ algorithm is one
or two orders of magnitude faster than HAUIM-MMAU algorithm. When the run-
times of MEMU+ [41] and HAUI-MMAU algorithm are compared HAUI-MMAU
algorithm is one or two order of magnitude slower than MEMU+ [41]
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IHAUPM [42]: This paper presents an “Incremental High Average Utility Pattern
Mining” algorithm to handle transaction insertion. The concept of FUP is changed
to handle transaction insertion in dynamic databases. There are four cases which can
occur when transactions are inserted.
Case 1 If an itemset X is a “High Average Utility Upper Bound Itemset” in the
primary database as well as in the transactions that have been inserted then we can
obtain [42]

auub(X)U ≥ (TUT DB + TUT db) × δ (17)

Case 2 A couple of solutions can be inferred without scanning the original database
D if an itemset is a “High Average Utility Upper bound Itemset” in the original
database but a non-“High Average Utility Upper bound Itemset” in the transactions
that have been inserted [42].

auub(X) ≥ (TUT DB) × δi f, (X) ≥ TUT DB × δ (18)

auub(X) < (TUT DB) × δ i f, (X) < TUT DB × δ (19)

Case 3When the primary database is scanned a couple of solutions can be obtained
D if an itemset is non-“High Average Utility Upper bound Itemset” in the primary
database but is a “High Average Utility Upper bound Itemset” is the transactions that
have been inserted [42]:

auub(X)DB + auub(X)db = auub(X)U ≥ (TUT DB + TUT db) × δ (20)

auub(X)DB + auub(X)db = auub(X)U < (TUT DB + TUT db) × δ (21)

Case 4We can obtain the below solution for an itemset X if an itemset is a non-“High
Average Utility Upper bound Itemset” in the primary database and the transactions
that have been inserted [42].

auub(X)U < (TUT DB + TUT db) × δ (22)

HAUP-Tree stores all the 1-“High average utility upper bound itemsets”. The
database is not scanned except in case 3 when the itemset is a non-HAUUBI in
the primary database but is a “High average utility upper bound itemsets” in the
transactions that have been inserted [42] TPAU and PAI algorithms are one order of
magnitude slower than IHAUPM [42] and the HAUI-Miner algorithm is 10 times
slower than IHAUPM [42] algorithm. The HAUI-Tree algorithm is 10 times slower
than IHAUPM [42]. The memory usage of PAI, TPAU, HAUI-Tree, HAUP growth
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algorithms are 7–8 times greater than IHAUPM [42].

TUB-HAUPM [43]: This paper proposes two new upper bounds to eliminate item-
sets that are not promising and to keep the “Downward Closure property”. The
upper bounds krtmuub “Top k-revised transaction maximum utility upper bound”
and mfuub( maximum following utility upper bound) are used to greatly reduce the
search space. In this algorithm a recursive processing order prunes unnecessary items
[43]. To reduce the evaluation time, transaction rival pruning strategy was formu-
lated for giving a tight limitation for all the candidates [43]. In dense datasets like
accidents, chess, and mushroom, the proposed upper bounds are precise [43]. The
proposed algorithm eliminates huge number of branches in the search tree [43].The
proposed upper bounds do not work well for sparse datasets. This algorithm works
well for dense datasets with respect to runtime. TUB-HAUPM [43] greatly reduces
the computational time when compared to EHAUPM [26].

TKAU [44]: This paper the problem of mining “Top k-High Average Utility Item-
sets” is studied where k is the number of “High Average Utility Itemsets” that have
to be mined. As “Top k High Average Utility Itemsets” need to be mined, an efficient
AUO-List based algorithm TKAU [44] has been formulated to mine “Top k-High
Average Utility Itemsets” without setting the “Minimum Average Utility Thresh-
olds”. This paper introduces five strategies namely, EMUP (Estimated Maximum
Utility Pruning Strategy), EA (Early Abandoning), RIU, CAD, EPBF to eliminate
itemsets that are unpromising from the search space and raise the “Minimum Aver-
age Utility Thresholds” in a more efficient manner [44].

Algorithms with a Measure of Average utility [2019]

DHAUIM [45]: This paper calculates values of utilities with a quantitative database
which is vertical. This paper has proposed four upper bounds that are tighter than
other upper bounds, namely, aub1, aub, iaub, laub, and a novel structure to evaluate
upper bounds in terms of pruning effects and three strategies to prune unpromising
itemsets early [45]. A novel Tree structure called IDUL tree structure was used to
calculate the “Average Utilities” and upper bounds of item sets using a process which
is recursive in nature [45]. Experiments performed show that DHAUIM outperforms
other “High Average Utility Itemset Mining” algorithms in terms of computational
time. HUI-Miner [25], EHAUP [26], FHAUM [33] algorithms are one or two orders
of magnitude slower than dHAUIM [45].

HAUL-Growth [46]: HAUL-Growth algorithms is used to mine “High Average
Utility Itemsets”. It uses a pattern growth approach called HAUL-Growth algorithm
which proposed four new upper bounds called eub, teub, bteub, max-reubk. This
paper also proposed two novel data structures called HAUL-Tree and IL [46]. The
datasets used were chess, mushroom, pumsb, and bms.



366 M. J. Kenny Kumar and D. Rana

VMHAUI [47]: This paper introduced four new vertical upper bounds, namely,
vmsub1, vmsub, vmaub, vtopmaub which are much better than the upper bounds
used by other state of the art “High Average Utility Itemset Mining” algorithms
[47]. The upper bounds which have been proposed in this paper are more efficient
than the existing upper bounds in terms of values and search space pruning. This
paper also proposed two new pruning and tightening strategies based on new upper
bounds to reduce unpromising itemsets early and a new list structure to compute
average utilities and verticalWUBs of itemsets quickly based on reduced dataset and
TPUT [47].

5 Features of High Average Utility Pattern Mining
Algorithms

The Tables 2, 3, and 4 lists the features of varioius HAUIM algorithms with respect
to 1. RelatedWork 2. Approach of the algorithm, i.e., the data structure used 3. No of
phases used tomineHAUIS 4. Upper bounds used to prune unpromising itemsets and
limitations of each algorithm. The real and synthetic datasets used in each algorithm
are described in Tables 5, 6 and 7.

6 Research Opportunities and Challenges

This section describes various research opportunities using high average utility pat-
tern mining. Research inHAUIM is open in the area of developing algorithms which
perform better than the previous algorithms. Research is also open in the area of
developing applications which use High average utility pattern mining.

Developing better algorithmsMuch work has been done in developing algorithms
tomine “HighAverageUtility Itemsets”. Some algorithms take huge amounts of time
while some algorithms require huge amounts of memory. Tighter upper bounds can
be developed so that unpromising itemsets can be pruned. Better pruning techniques
can be developed so that the search space can be reduced. Research is open inHAUIM
with respect to time consumed, memory required, number of candidates generated
and scalability.

Application-Oriented Research Most of the research done in the field of HAUIM
is related to the efficiency of the algorithms. Little work is done with respect to the
application of HAUIM. Applications can be developed so that High Utility Patterns
can be extracted from various social networks like Facebook, twitter, Instagram, etc.

Application-Oriented Research Most of the pattern mining algorithms use data
that does not change with time. Different algorithms can be developed which can
deal with complex data such as spatiotemporal data, Text, and streaming data. Most
of the data that has been used is static data. In real-life applications data is dynamic in
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Table 2 Features of HAUIM algorithms [2009–2016]

Algorithm and
year

Related work Approach No of phases Upper bounds Limitations

TPAU [10]
[2009]

TP [48] Apriori based Two auub Run time is
very high due
to multiple
database scans

PBAU [29]
[2012]

TPAU [10]
[2009]

Depth first,
new indexing
structure

Two auub, index
based pruning

Runtime and
memory usage
can still be
reduced using
different data
structures

PAI [30]
[2012]

PBAU [29] Projection
based

Two Improved
upper bound

As databases
are projected,
memory usage
is more

HAUI-Tree
[31] [2014]

HUC-Tree
[49],
HUP-Tree
[29]

Tree based Two auub Huge amount
of memory is
used to store
the tree
structure

HAUI-Miner
[25] [2016]

FHM [50],
HAUI-Tree
[31], PAI [30],
PBAU [29],
TPAU [10]

List based One auub Huge number
of costly join
operations on
lists are
performed

HAUI-
MMAU [32]
[2016]

− Level wise Two auub Huge numbers
of candidates
are generated
due to
level-wise
search

nature. For example data related to stocks are always dynamic. Efficient algorithms
can be developed to mine “High Average Utility Itemsets” from dynamic data.

Developing various data structuresVarious data structures have been used like tree
based, list based to mine “High Average Utility Itemsets”. To make the algorithms
more efficient various new data structures can be used such as graph data structures
and modified list data structures.

Using distributive approach Huge amount of work has been done to mine “High
Average Utility Itemsets” from transactional databases. A parallel approach can be
used to mine HAUIs where runtime of the algorithms can be increased exponentially
without compromising on the mining of HAUIs.
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Table 3 Features of HAUIM algorithms [2017–2018]
Algorithm and
year

Related work Approach No of phases Upper bounds Limitations

EHAUPM [26]
[2017]

HAUI-Miner [25] List based One auub, lub, rtub Better pruning
techniques can be
developed

FHAUM [33]
[2017]

HAUI-Miner [25] List based One auub, lubau,
tubau

Pruning
techniques can be
improved

IMHAUI [34]
[2017]

TP [48], IHUP
[14], UP-Growth
[47], MU-Growth
[51], HUPID [36]

Tree based Two auub The tree structure
occupies huge
amounts of
memory

MPM [35] [2017] HAUI-Tree [31]
IHUP [14]
UP-Growth [52]
MU-Growth [51],
HUIPD [36]

Tree based Two auub Memory
requirement is
huge as
tree-based data
structure is used

MHAI [37]
[2017]

HAUI-Miner
[25], FHM [50]

List based one auub Costly join
operations still
need to be
performed

FUP-HAUIMD
[38] [2018]

FUP [39] Hong
TP et al. [19]

List based One auub Better pruning
techniques can be
developed to
avoid costly join
operations

FUP-HAUIMI
[40] [2018]

FUP [39] Hong
TP et al. [19]

List based one auub Better pruning
techniques can be
developed to
avoid costly join
operations

MEMU+ [41]
[2018]

HAUI-MMAU
[32] HAUI-Miner
[25]

List based One auub, rtub Tighter upper
bounds can be
designed to
further prune
unpromising
itemsets

IHAUPM [42]
[2018]

FUP [39], Hong
TP et al. [19],
FUP-HAUIMD
[38],
FUP-HAUIMI
[40]

Tree based Two auub Huge amount of
memory is
requires to store
the tree structure

TUB-HAUPM
[43] [2018]

EHAUPM [26]
FHAUM [33]
HAUI-Miner [25]

List based One auub, mfuub,
krtmuub

Efficient pruning
strategies can be
developed to
prune
unpromising
itemsets

TKAU [44]
[2018]

HAUI-Tree [31],
HAUI-Miner
[25], MHAI [37]

List based One EMUP, EA, RIU,
CAD, EPBF

Memory usage
can be improved
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Table 4 Features HAUIM algorithms [2019]
Algorithm and
year

Related work Approach No of phases Upper bounds Limitations

DHAUIM [45]
[2019]

FHAUM [33]
EHAUPM [26]

Vertical
database
representation
based

One aub1, aub, iaub, laub Tighter upper
bounds can be
designed

HAUL-Growth
[46] [2019]

TUB-HAUPM
[43] dHAUIM
[45]

Tree based and
list based

− eub, teub, bteub,
max-reubk, Tighter upper
bounds can be designed
to prune unpromising
itemsets

VMHAUI [47]
[2019]

MHAI [37],
TUB-HAUPM
[43], dHAUIM
[45]

List based One vmsub,msub, vmaub,
vtopmaub

New data
structures can
be designed to
improve the
runtime as well
as memory
consumption

Table 5 Datasets used for algorithms [2009–2016]

Algorithm and year Real datasets,
thresholds shown for
runtime

Synthetic datasets Compared with

TPAU [10] [2009] Major grocery store in
America [0.008–0.012]

− TP [48]

PBAU [29] [2012] BMS-POS [0.20–1.00],
chess [0.60–0.70]

T104N4K [0.1] TPAU [10]

PAI [30] [2012] BMS-POS [0.20–1.00],
chess [0.60–0.70]

T104N4K [0.1] PBAU [29]

HAUI-Tree [31] [2014] BMS-POS [0.60–2.00],
chess [4.0–6.0]

− PAI [30]

HAUI-Miner [25]
[2016]

Chess [4.8–6.4],
mushroom [3.4–4.2],
Sign [1.6–2.4], retail
[0.01–0.05], kosarak
[0.2–0.36]

T10I4D100K [0.3–0.7] PAI [30], HAUI-Tree
[31]

HAUI-MMAU [32]
[2016]

Foodmart [Î² − (1–10)
− (40–50), GLMAU =
1K Retail [Î² − (1–200)
− (800–1000),
GLMAU = 20K chess
[Î² − (200–400) −
(1000–1200), GLMAU
= 168K

T40I10D100K [Î² −
(6k–7k) − (10k–11k) ,
GLMAU = 2500K

H AU I −
MMAUI EUCP ,
H AU I −
MMAU_PBCS
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Table 6 Datasets used for algorithms [2017–2018]
Algorithm and year Real Datasets,Thresholds

shown for runtime
Synthetic datasets Compared with

EHAUPM [26] [2017] Accidents [3.5–4.3] Chess
[3–3.8] Kosarak [0.08–0.092]
Mushroom [0.3–0.38] Retail
[1.4e–3–2.2e–3]

T40I10D100K [0.2–0.28] HAUI-Miner [25]

FHAUM [33] [2017] Accidents [3.3–3.8] Chess
[2.9–4.5] Foodmart
[0.006–0.01] Kosarak
[0.278–0.521] Pumsb
[4.31–4.5] Retail [0.02–0.06]

T10I4N4KD|X|K [0.28%] EHAUPM [25]

IMHAUI [34] [2017] Chain-store [0.010–0.030]
Foodmart [0.01–0.05]
Mushroom [1.00–5.00]
Breast-cancer Wisconsin
[0.05–0.09]

T10I4D100K ITPAU [53], HUPID [36]

MPM [35] [2017] Breast-cancer Wisconsin
[0.05–0.09] Liver disorders
[0.05–0.09] Heart Cleveland
[0.01–0.05]Hepatitis
[1.6–2.0] Accidents
[0.60–1.00] Connect
[0.01–0.05]

− UP-Growth [52] IMHAUI
[51]

MHAI [37] [2017] Chess [5.00–6.00] Accidents
[2.50–3.00] Retail
[0.010–0.020] Chain-store
[0.0050–0.50]

− HAUI-Tree [31] PBAU [29]
TPAU [10]

FUP-HAUIMD [38] [2018] Deletion ratio = 1% Accidents
[5.5–5.9] Foodmart [5–9]
Kosarak [0.5–0.9] Mushroom
[2.4–2.8] Retail [0.02–0.024]

T10I4N4KD100k
[0.02–0.028]

HAUI-Miner [25] EHAUPM
[26]

FUP-HAUIMI [40] [2018] Insertion ratio = 1% Retail
[0.02–0.06] Kosarak [2–2.4]
Mushroom [2–6] Foodmart
[0.02–0.06] Insertionratio =
1%

T10I4D100K [0.02–0.06],
T10I4N4KD100K
[0.05–0.07]

HAUI-Miner [25] IHAUPM
[42]

MEMU+ [41] [2018] Runtimes for fixed glmau
value and various glmau
values: Kosarak, Chess,
Mushroom, accidents, retail

T10I4D100K9 HAUM-MMAU [32]

IHAUPM [42] [2018] Foodmart Kosarak mushroom T10I4D100k, T40I10D100K HAUI-Miner [25] HAUI-Tree
[31] PAI [30] TPAU [10]

TUB-HAUPM [43] [2018] Retail [0.0014–0.0022]
Kosarak [0.006–0.012]
Accidents [0.036–0.042]
Chess [0.030–0.038]
Mushroom [0.020–0.028]

− EHAUPM [26]

TKAU [44] [2018] Value of k [1–1000]
Mushroom, Chess, Retail,
Chain store, Kosarak,
foodmart

T10I4DXK HAUI-Tree [31] HAUI-Miner
[25] MHAI [37]
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Table 7 Datasets used for algorithms [2019]

Algorithm and year Real datasets,
Thresholds shown for
runtime

Synthetic datasets Compared with

dHAUIM [45] [2019] Mushroom [0.3–0.56]
Online retail
[0.18–0.3] Chess
[3–5.6]

T11I6N30D100K
[1–2.2]
T15I9N100D100K
[0.42–0.9]
T20I9N50D100K
[1.2–2.3]

EHAUPM [26] MHAI
[37] FHAUM [33]
HAUI-Miner [25]

HAUL-Growth [46]
[2019]

Chess [2.8–4.00]
Mushroom [0.05–0.2]
Accidents [2.75–4]
Pumsb [2.25–3.0]
BMS [0.105–0.132]

T20I9N50D100
[0.4–1.4]

TUB-HAUPM [43]
dHAUPM [45]

VMHAUI [47] [2019] Connect [3.5–5.5]
Mushroom [0.05–2]
Online-Retail
[0.12–0.3]. BMS
[0.113–0.15] Chess
[2.60–5.0]

T11I4N100D40K
[0.05–1.0]

MHAI [37],
TUB-HAUPM [43],
dHAUIM [45]

7 Conclusion

“High Utility Itemset Mining” has various applications in different fields. This paper
presents the problem of “High Average Utility Itemset Mining”, various notations,
preliminaries and definitions. A detailed survey of all the “High Utility Itemset Min-
ing” algorithms with a measure of average utility was presented in this paper. It
also presents a detailed theoretical survey of all “High Utility Itemset Mining Algo-
rithms”. Finally the paper also presents the various challenges and Research oppor-
tunities related to “High Utility Itemset Mining” with a measure of average utility.
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Abstract The choice of higher education program plays a major role in shaping
up one’s career. Hence, it is worth investing time in gathering the right informa-
tion to make an informed decision. For this cause, to the extent of our knowledge
there are no dedicated tools. Students tend to make decision either based on the peer
review without giving much thought on it. The system aims to consider student’s
interest as sole parameter to recommend the course which will be best to pursue.
The interest of the student will be gauged on subjects which the student has already
undertaken as undergraduate courses. The proposed system provides the user with a
Web application where the user can make its profile and input his/her interest based
on the parameters. K-Nearest Neighbours Classification Algorithm is used to select
the best-suited courses based on Euclidean distance. The proposed recommenda-
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1 Introduction

Recommendation systems have become a quotidian part of our lives, whether it is
e-commerce websites suggesting products based on previous purchases or enter-
tainment portals recommending highly rated shows. With a surge in information
available on the Internet, searching for and making decisions has become difficult.
This has resulted in recommendation systems becoming more of a necessity than a
luxury. Recommendation System’s main task is to seek to estimate and predict user
content preference whether it be movies, games, music, books or course.

When opting for higher education in countries like USA, Canada, etc. selection
of the right course is the most crucial step. Course selection at the Post-graduate
or Master’s level can be overwhelming due to the sheer bulk of courses offered by
various universities in the Computer Science and Information Technology field itself.
Students tend to choose courses in an aleatory manner without giving much thought.
This may have ruinous consequences. The consequences may be that the student
drops out of the university, under performing or just not happy with the course.
Thus students should select courses that match their interest of study. Students get
bombed with all kinds of suggestions about what they should study next, but they
don’t exactly know what to pursue. Students should select the courses that explicitly
align with their attributes and attitude.

So the proposed Recommendation System aims to consider the interest of the
student in particular to predict the course which best matches with the student’s
passion.

The proposed recommendation system will make use of content-based filtering.
Content-based filtering recommends courses that have the characteristics that the
student has given higher preference and rating. Context-based filtering works by
suggesting course (item) by comparing the featureswith the user profile. Themachine
learning algorithm that will be used is K-Nearest Neighbour algorithm which is a
supervised learning algorithm for classification.

This paper proposes predictions for student’s course selection based on their
preference and interest. The target audience for this study are engineering graduates
who want to pursue Masters in Computer Science and IT related fields.

2 Recommender Systems

With the availability of awide array of choices user’s sufferwith problemsof selection
Recommendation systems are dynamic information filtering systems that filter vital
information from the huge volume of data available according to user’s interests,
preferences and observation [1, 2].
Recommendation system can be categorized into 3 types:

1. Collaborative filtering system
2. Content-based filtering system
3. Hybrid filtering system.
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2.1 Collaborative Filtering

It is the most popularly used recommendation technique and is based completely
on user’s historical preference on a set of items. The conception that the users who
agreed in their judgement of various items in the past are most likely to agree further
again in the future is the ground idea for this system [3]. It can be further categorized
into:

• Item-based CF—In this technique if the same user rates two items in a similar way,
the items are considered similar. Based on this, prediction is made for a target user
by evaluating weighted average of ratings on ‘n’ similar items from the same user.

• User-based CF—In this technique, the similarities between the target user and the
other users is calculated. The top ‘n’ similar users are selected and the weighted
average of ratings from ‘n’ users with similarities are taken as weights.

2.2 Content-Based Filtering

This system recommends itemsbasedonestimate of similarities between theuser pro-
file and the content of the items. Each item is represented as a set of features/attributes.
The user profile is also represented with the same features or attribute chosen up by
analysing the content of items. The engine becomes better in terms of accuracy as
the user provides more inputs that is by taking actions on those recommendations.
In this type of recommendation, recommendations acquired are specific to the user
since the model does not involve use of any data from other users.

2.3 Hybrid Filtering

This system combines the advantages of both collaborative and content-based filter-
ing. A hybrid approach combines the two types of techniques. The system combines
collaborative and content-based filtering by making predictions based on a weighted
average of the content-based recommendation and the collaborative recommenda-
tion. The highest recommendation is the one which receives highest ranks which is
a measure for the weight.

Our proposed course recommendation system makes use of content-based filter-
ing. The ratings given by students to individual undergraduate (UG) courses help
create the students’ profile. Each of the undergraduate courses are assigned descrip-
tors and a large data-set is created. The rating of each of the UG courses is compared
with the student profile and based on that the relevant Master’s course is recom-
mended.
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3 Related Work

• Rao et al. [4]:
Describes the progression of the unsupervised models that exploit the similarity of
the members with the content of the course to supervised models that exploit the
similarity of the members with the content of the course to supervised models and
finally hyper-personalized mixed effect models with several million coefficients.
The purpose of this course recommendation system is to predict the relevance
of a course for a member. The actual classified list of recommendations for each
member is calculated offline and stored in an online key-value store, accessed at
the time of the request. This approach is in contrast to online rating, where the
ranked list is calculated at the time of the request.

• Spanakis and Elatia [5]:
The paper employs use of graduating attributes in the recommender system that
uses input taken from students and recommend courses to them on the basis of their
self-assessment, where graduating attributes are the qualities, skills and under-
standings that the student should develop during their time with the institution.

• Lin et al. [6]:
In this paper sparse linear method is employed (SLIM). The technique here com-
pares the accuracy of course recommendation with the ground facts that they col-
lected using expert discussions. This paper too needs access to student registration
data.

• Ng and Linn [7]:
This paper overcomes the drawbacks posed by paper [4] and [7] by not relying
on data from the university and recommends course for any student attending any
university. It uses tag analysis andmakes predictions based on course and professor
ratings. It is mostly used in recommending courses beyond the student’s area of
study.

4 Algorithms

4.1 K-Nearest Neighbours

K-nearest neighbours (KNN) is a robust and versatile classifier. Despite its simplicity
KNN can outperform most powerful classifiers. KNN classifies the new data based
on similarity measure.

The logic behind which KNN works is to traverse through the neighbourhood,
take up the test data point to be similar to the neighbours and extract the output.
In K-Nearest Neighbours, we observe for ‘k’ neighbours and with respect to that
prediction is made. K nearest neighbour essentially boils down to using similarity to
define distance measure between two data points.
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So, KNN involves two hyper-parameters:

1. K-value: it defines number of neighbours that will take part in the algorithm
while considering the neighbours. K-value should be tuned properly for accurate
prediction.

2. Distance function: it is used to calculate distance between any two data points.
Euclideandistance,Manhattan distance,HammingDistance,Minkowski distance
are used to find similarities, euclidean being the most commonly opted choice.

Apart from the two parameters mentioned above, another factor that affects the
performance of the algorithm is the approach to combine the class labels. Simple
KNN takes the majority votes from the ‘k’ nearest neighbours. All the neighbours in
this approach have a uniform weight to their vote. Simple KNN possesses a disad-
vantage in a situation where the neighbours vary widely in terms of their distance.
In this case, the closest neighbour tends to indicate the class of the object better.

Weighted-KNN is used to overcome this disadvantage. Weighted-KNN is a mod-
ified version of KNN which gives more weight to the points which are close to the
test point [8]. Weights are inversely proportional to the distance between the test
point and the nearest neighbours.
The steps followed in weighted-KNN are as follows:

1. Unclassified data is taken as input.
2. Distance measure is calculated between the new data and all other classified data.
3. The value of K is defined.
4. Select k points based on the distance measure.
5. Predict the class of the query point, using distance-weighted voting.

4.2 Comparison with Other Algorithms

1. KNN versus Naive Bayes:
Naive Bayes assumes that attributes are conditionally independent which make
its decision boundaries (a decision boundary is a region in problem space where
the output label is ambiguous) linear, parabolic or ecliptic and it looses flexibility
[9].

2. KNN versus Decision tree:
Decision tree is a tree-based algorithm where classification trees are used for
dependent variable with discrete values. It seldom looses valuable information
while handling continuous variables.

3. KNN versus Random Forest:
Random Forest fetches the result by multiple decision trees. It’s complex, hard
to visualize the model. These tend to fail when the data is sparse.

4. KNN versus Neural networks:
Neural networks unlike KNN require large training data to achieve required accu-
racy. NN requires a lot more hyperparameter tuning as compared to KNN.
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5. KNN versus Logistic Regression:
It works with algebraic calculation for best-fit curve for the complete popula-
tion. In training, the curve is fitted to data points classifying the data points as
per the classes. In terms of training k-nearest neighbours algorithm requires no
training whereas Logistic regression requires some training. In terms of linearity,
while logistic regression learns only a linear classifier KNN can learn non-linear
boundaries as well.

So KNN is selected for our system based on the following reasons:

1. There is clear understanding about the input domain (The input of ratings based
on interest).

2. Feasibly workable moderate data sample size (due to space and time constraints).
3. Colinearity and outliers are not a problem in our data-set.

5 Proposed System

5.1 Data-Set

A synthetic data-set is created and used for applying various models. It consists of
more than 500 rows and 20 features. The advantage of using a synthetically data-set
is that it contains no missing values. The data-set consists of ratings given by the
aspirants based upon the interest towards various core-subjects from the student’s
Under Graduate curriculum as the features. The rating of their interest has been taken
in the range of 1–10, hence ruling out the possibility of outliers. Also scaling is not
needed since all the variables are in the specific scale of 1–10. The variable type of
the features are numerical. It is a labelled data-set that is, it has both input and the
output values.

The target values are the labels that are supposed to be predicted by the systemafter
training. There are total 18 classes which are the courses which will be recommended
to the user for Masters. They are categorical variables.

• Features: The core Under Graduate courses. Examples: ‘Database Management’,
‘Java Programming’, ‘Python programming’, ‘Statistics’, ‘Data structure and anal-
ysis’, etc.

• Labels: The Post-Graduate courses to be recommended. Example: ‘Masters in
Data science’, ‘Masters in Artificial Intelligence’, ‘Masters in Management in
Information systems’, etc.

‘TARGET CLASS’ is a variable consisting of string values with no logical order. We
convert this variable into ‘Category’ type for memory optimization (Figs. 1 and 2).
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Fig. 1 Sample data-set attributes

5.2 Execution

The Course Recommendation System for Post-Graduate aspirants works on concept
of content-based filtering where the features of the labelled item-set is compared to
the same features in the user profile. The data-set was split in the ratio of 80:20 as
train and test set.

For training the model, 80% of the data is fed along with the output classes.
Weighted K-Nearest Neighbours Algorithm is used to train the data. The rest 20% of
the data which was not encountered by the system before is tested against the trained
model to compare with the actual value and the accuracy.

Since the prediction is made based on labelled data, this is a Supervised Learning
technique. Multi-class Classification is carried out as each data-point belongs to one
of the ‘n’ different classes (where n is more than 2). Given a new data point, the goal
of the algorithm is to predict the given new data-point to the correct class to which
the data-point belongs.

Weighted K Nearest Neighbour algorithm here calculates the similarity between
training data-set ratings based on the Under Graduate courses and student-profile
ratings based on the same features. The result of which would be the course which
is most similar in ratings to the student’s input of ratings.

The Euclidean distance method is used for calculating similarity between the
ratings. The formula for calculating Euclidean distance is given by

√
√
√
√

k
∑

i=1

(xi − yi)2, (1)

where, the value of ‘k’ defines the number of nearest neighbours to be considered.
It is the most important parameter as choosing the right value of ‘k’ increases the
accuracy.



382 S. Pal et al.

Fig. 2 Sample target class

In our system, the value of ‘k’ is determined by plotting the ‘Mean error versus
k-value’ graph (different values of k ranging from 1 to 40) (Fig. 3).

The algorithm selects ‘k’ points based on the similarity measure. The class, i.e.
the course recommended would be selected based on the distance-weighted voting.
This implies that the point which is the nearest (least distance) will have a higher
weight (Fig. 4).
The control flow of the recommendation system is as follows:
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Fig. 3 Mean error versus K-value

Fig. 4 Flow diagram
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Fig. 5 Algorithm metrics and recommended course

6 Results

The terms precision, recall and f1 score are often associated with data classification.
Precision and recall are statistical metrics used in classification and are defined using
terms ‘true positive’ and ‘true negative’.

Data points that are correctly classified or classified as positive by the model are
called ‘True positives’ while those data points that wrongly identified as negative are
called ‘False negatives’.

• Precision: is the frequency of true positives (TP) divided by the sum of frequency
of true positives and false positives (FP).

NTP/NTP + NFP (2)

• Recall: is the frequency of true positives divided by the sum of frequency of true
positives and number of false negatives (FN).

NTP/NTP + NFN (3)

• F1 score: combining the value of precision and recall gives the f1 score. In math-
ematical terms, it is the harmonic mean of precision and recall.

Figure5 indicates the precision, recall, f-score and support on application of KNN
algorithm on the data-set. The first column indicates precision value followed by
recall, f1 score and support.

The confusionmatrix given below represents the performance of the classification
model on the test data. There 18 classes. Thus the confusion matrix is an 18× 18
Matrix. The left axis denotes the ‘true class’ and the top axis shows denotes ‘class
assigned’ to an item with respect to that true class. Every element (i, j) of the matrix
is the number of items with true class ‘i’ that was classified as being in class ‘j’
(Fig. 6).

Cohen kappa—a statistic that measures inter-annotator agreement is also calcu-
lated. The kappa statistic is often used as a measure of reliability between two raters.
Regardless, columns correspond to one ‘rater’ while rows correspond to another
‘rater’. In supervised machine learning, one ‘rater’ reflects ground truth (the actual
values of each instance to be classified), obtained from labeled data, and the other
‘rater’ is themachine learning classifier used to perform the classification. Ultimately
it doesn’t matter which is to compute the kappa statistic, but for clarity’s sake lets
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Fig. 6 Confusion matrix

say that the columns reflect ground truth and the rows reflect the machine learning
classifier classifications. The Cohen kappa score for KNN is found to be 0.99028.

Based on the precision score, f1 score, recall value and cohen kappa score we
conclude that weighted-KNN is the optimummodel for our CourseRecommendation
system. KNN gives the most accurate result for this particular dataset.
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Abstract Blockchain is a distributed database in the formof an immutable decentral-
ized ledger spread across a peer-to-peer network. Blockchain contains several char-
acteristics which are incredibly beneficial to any organization that requires a secure
alternative to centralized database solutions. Because Blockchain is distributed, it
enables essential data to be easily available to users even when offline, and with the
help of cryptography, it can even ensure privacy and security. With all these benefits,
one must wonder why Blockchain is not being used commonly among organizations
that strongly necessitate such benefits. Organizations like the Government provide
excellent use cases for Blockchain yet its implementation in this field is scarce. In
this research paper, we hope to explain why this is the case and demonstrate how
Blockchain could be implemented within the Government as a practical working
database solution, namely, in the area of Civilian Document Management

Keywords Blockchain · Government document management · Distributed
database

Supported by BMS College of Engineering https://bmsce.ac.in/home/Information-Science-and-
Engineering-About.

N. S. Akhilesh (B) · M. N. Aniruddha · G. Anirban · M. Dakshayini
BMS College of Engineering, Bangalore, India
e-mail: 1bm16is009@bmsce.ac.in

M. N. Aniruddha
e-mail: 1bm16is015@bmsce.ac.in

G. Anirban
e-mail: 1bm16is016@bmsce.ac.in

M. Dakshayini
e-mail: dakshayini.ise@bmsce.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
N. Chaki et al. (eds.), Proceedings of International Conference on Computational
Intelligence and Data Engineering, Lecture Notes on Data Engineering
and Communications Technologies 56, https://doi.org/10.1007/978-981-15-8767-2_32

387

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8767-2_32&domain=pdf
https://bmsce.ac.in/home/Information-Science-and-Engineering-About
https://bmsce.ac.in/home/Information-Science-and-Engineering-About
mailto:1bm16is009@bmsce.ac.in
mailto:1bm16is015@bmsce.ac.in
mailto:1bm16is016@bmsce.ac.in
mailto:dakshayini.ise@bmsce.ac.in
https://doi.org/10.1007/978-981-15-8767-2_32


388 N. S. Akhilesh et al.

1 Introduction

Blockchain is a fascinating new technology since it is an alternative to conventional
database systems. Conventional database systems work by storing data on a central-
ized server. User Machines can then make requests for this data and send them to the
server when they need to, using a set of standard protocols (HTTP/S), the machines
that do this are known as client machines or just clients. This system of storing
and sharing data is known as the client-server architecture and is now ubiquitous in
the technical industry. While this form of storing data has served us well and will
continue to do so, it is not without its disadvantages.

In a Client-Server-based Architecture, all data is stored on a single server or a
set of servers all of which are either stored in a single location or spread globally
for better data redundancy and fault tolerance. In this system, the security of the
data is entirely dependent on the security of the servers (or server) in which they are
stored. If one of the servers or server were to either be hacked or stopped working
for some reason, the data inside that server is compromised. Therefore, a great deal
of care is put into ensuring that the servers are secure and fault tolerant since they
represent a single point of failure. This is where Blockchain highlights its advantages.
Unlike conventional database systems (Client-Server Architecture-based systems),
Blockchain is a highly distributed database and has no single point of failure. We
will explain the features of Blockchain below but before that, we must emphasize,
that we call Blockchain an alternate to conventional databases, not a replacement.
Conventional databases perform better thanBlockchain in a large number of usecases
and are also generally more flexible, easier to implement, and easier to manage. So
conventional databases will continue to exist and be widely used for the foreseeable
future.

Blockchain is often described as a distributed immutable ledger. The word
“Blockchain” itself represents how data in a Blockchain is stored, in the form of
blocks which are linked together like a chain thereby forming a chain of blocks or a
“Blockchain”. In computer science, one may think of it as a type of linked list. There
are two properties in particular that make Blockchain special:

1. The first is that the Blockchain is immutable, meaning data can only be read from
and written into the chain. Once in the chain, the data cannot be manipulated or
removed.

2. The second is that the Blockchain is distributed or decentralized meaning that the
actual chain of blocks is not stored in a single computer but rather spread across
a large network of computers while being constantly synchronized between them

These two properties come together to ensure that any data being stored in the
chain is secure. Since in order to compromise the data in the chain, one would need
to attack every computer in the network that has a copy of the chain and replace the
chains that is present in those computers with a malicious copy. (And doing this in
a large network is almost impossible).
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True Immutability in the world of software is impossible to implement, hence
real-world Blockchains (like the one in Bitcoin) can only possess a form of pseudo-
immutability by using a combination of hashing and networking. Hashing is a cryp-
tographic function that takes any piece of information (of any form) and returns
a unique fixed-length hash (id) based on the information passed. A well-designed
hash function will always generate two entirely different and unique hashes for two
different pieces of information passed to it even when these pieces of information
differ slightly. Additionally, a hash cannot be used to retrieve the information used
to generate it. The most widely used hashing function, as of the time of writing this
paper, is the SHA-256 algorithm.

In Blockchain, each block is composed of three parts, any type of information
that must be stored in that block, the hash of the contents of the previous block in
the chain (if there is no previous block, then a random hash is taken) and the hash of
the current block’s contents (including the hash of the previous block). This leads to
a form of cryptographic link that connects all the blocks in the chain linearly. And if
someone tries to manipulate a block in the chain, all the blocks that come after that
block would automatically break (since they used the hashes of the previous blocks
to generate their own hashes), one could then simply check the hashes to ensure
that the chain hasn’t been tampered with. But this alone is insufficient to make the
Blockchain immutable, since a machine if powerful enough can update a block in
the middle of the chain and re-generate the hashes for the rest of the blocks in the
chain. And this is where the distributed nature of Blockchain comes in.

As mentioned above, Blockchain is not stored on any one machine but on a large
number of machines spread across a network known as a peer-to-peer network. A
p2p network is a network in which all entities of the network are directly (using
a link) or indirectly (via a peer/s) connected to each other. Blockchain is typically
stored in every node in a p2p network and is constantly being synchronized within
this network. This makes certain that if one of the nodes in the network (and by
extension it’s Blockchain) is compromised, the rest of the network can immediately
identify and fix that node based on a majority. Additionally, whenever a new Block
is pushed onto the chain, the new Block is immediately spread across the network
and validated. These features make it increasingly harder for a hacker/s to hack the
chain as the network grows larger, since it’s necessary to compromise atleast 51% of
the network before the chain can be manipulated. The actual process of making sure
that the Blockchain is synchronized across the network and new blocks are validated
is done using something known as a consensus protocol.

All the above mentioned features should highlight that Blockchain possesses
a great deal of security compared to conventional databases, so why is it then that
Blockchains are not used ubiquitously?As the technologywould be incredibly useful
in a great deal of areas such as Banks, Administrative Organizations, etc., where data
security and safety is vital. In this paper, we address all of the above with respect to
one specific usecase, Government Document Approval and Management.
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2 Literature Review

2.1 Proof of Work and Bitcoin

The Proof-of-Work (or PoW) consensus protocol is the protocol used by Bitcoin and
Ethereum [2], two of the biggest real-world Blockchain applications in the world.
It first came to light in the famous Bitcoin paper by Satoshi Nakamoto 2008. In the
paper, Satoshi Nakamoto provides an in depth explanation of how Blockchain can
be used for a real-world usecase (in this case, for creating a digital currency). In
the paper it is described that a real-world Blockchain application should have the
following [8]:

An Immutable Ledger: It was the Bitcoin paper that suggested the blocks of a
Blockchain be linked to each other cryptographically using hashing (as explained in
the introduction). The intricacies involved in the creation of this hash was also used
to create the process known as mining [8].

A Peer-to-Peer Network: A large scale p2p network (where each node carries
a copy of the chain) spread across the entire web is essential to the security of
Blockchain. Initially, Bitcoin used IRC seeding to create this network but later shifted
to DNS Seeding. DNS Seeding works by having interested participants contact a
public client who will then spread the participant’s information across the rest of the
network [8].

Network Consensus: In a network consisting of a massive number of nodes, it
is vital that the nodes are constantly communicating with each other and ensuring
that there is consensus between them (and the copies of the chain that they carry).
In Bitcoin, new blocks are instilled into the network using the Gossip Protocol and
every node only accepts a chain that is bigger than the one it possesses. In case of
any conflicts, the network chooses the chain which gets a new block first (and this
typically happens in the more powerful side of the network). These measures ensure
that as long as atleast 50% of the network is not malicious, the chain is secure [8].

Bitcoin also uses a process known as mining to further fortify it’s consensus
protocol. Mining is a process in which nodes compete to solve a cryptographic
puzzle, one which is hard to solve but easy to validate (in Bitcoin, this puzzle is to
simply generate a hash with a predefined number of zeroes at the beginning). The
solution of this puzzle is used to generate a new block; therefore, the node that finds
the solution first gets to generate (or mine) the new block and is rewarded by the
network for doing so. Using mining, Bitcoin has established two things [5]:

1. A controlled rate at which new blocks are added to the chain. The rate is manip-
ulated by changing the difficulty of the puzzle ensuring that the chain is always
synchronized across the network before a new block is created [5].

2. A competition for generating new blocks in the network. And since this competi-
tion is open for all and only one block can be added at a time, any user whowished
to hack the chain would need to compete with an incredibly large number of gen-
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uine users to do so (and this would require an unfathomable amount of computer
resources to do since the network favors nodes with better performance) [5].

The protocol is called Proof-of-Work because every miner has to put in a great
deal of work to generate a single block and that block then becomes proof of this. An
issue with this system, however, is that for every new block generated, only the user
that first generated the block is rewarded and the millions of other nodes that tried to
generate this block are forced to simply move on to the next block. This leads to a
great deal of resources being wasted. And this sole reason, makes PoW incompatible
with the presented usecase [5].

2.2 Proof-of-Stake

In view of the massive power consumption attributed to the widely used Proof-
of-Work protocol, many alternate protocols (ones which didn’t consume as much
power) were designed to try and take its place. The proof-of-stake protocol is one
such protocol and perhaps the most popular [4].

Proof-of-Stake uses a process known as minting to replace the mining used by
Proof-of-Work. Like PoW, PoS is also trying to create a competitive environment
for generating new blocks that deters malicious users. Unlike PoW, PoS does not do
this by making the competition based on computational power but rather based on
a stake placed by each node in the network. Minting in PoS, works in a way that is
similar to an Auction and the user who gets to generate the next new block is chosen
based on three factors [4, 7]:

1. A certain predefined amount of randomness [4].
2. A monetary stake put up by that specific node [4].
3. And the amount of time the node has put up that monetary stake [4].

Thus a user who possesses the highest stake (or bid) and has spent more time with
that stake than any other node has the best chance of being selected as the next new
minter but even this doesn’t guarantee that the node becomes the next minter since
a certain amount of randomness also comes into play (this ensures that the network
isn’t dominated by nodes which are simply rich). But using the above methodology,
PoS just like PoW can also [4]:

1. Control the rate at which new blocks are added to the chain [4].
2. Create a competitive environment that makes it increasingly hard for a fraudulent

user to inject something malicious as the network grows [4].

While this systemdoes provide the same level of security as PoWwithout themassive
power consumption, it is not without its issues. PoS is hard to establish during the
early stages of a Blockchain application when the application is relatively small. In
PoS, the coins of the network are used as the staking value and when starting out,
these coins don’t possess a lot of value so acquiring them would not be difficult.



392 N. S. Akhilesh et al.

This becomes harder as the value of the coins increase, so in a large network such as
Bitcoin, the rarity of the coins makes the system feasible [4].

Another problem is that unlikePoW,which has nobarrier for entry to participation,
in PoS, one needs a monetary stake to participate in the network. The stake is only
used as an evaluation criteria (and security measure) and is returned to the user but
it doesn’t change the fact that a user would need to buy into the network in order to
be a part of it [4].

2.3 Proof-of-Reputation

The Proof-of-Reputation consensus protocol is a protocol derived from the Proof-of-
Authority protocol. In PoA, there exists multiple types of users. This is in contrast
to PoW, where every user has equal power (as even a miner can be a regular user
and vice versa) and the identity of each user remains anonymous. In PoA however,
each user has an associated identity and this identity is used to define a role for that
user. A user can either be a regular user that simply reads from the Blockchain or
be a validator who validates blocks and puts them on the chain. This type of user
authorization is especially useful in private organizations where the organization
would want to manage user permissions and data access [3].

In Proof-of-Reputation, the users who take the role of validators are usually large
corporations instead of single individuals (as it is in PoA). The reason behind this is
because large organizations unlike individuals have a reputation to maintain and this
reputation could potentially take damage if the organization were to do something
malicious. This is why the protocol is called Proof-of-Reputation since the organi-
zations who act as validators are effectively using their reputation as proof of the
block’s validity every time they put it on the chain [3].

As such, in order for the protocol to be as secure as possible, the validators must
be organizations with a great deal of reputation to put at stake. Large organizations
such as Google, Microsoft, etc., become ideal candidates to be validators in such
a protocol. Once a list of validators is established within the protocol, this list is
maintained within the Blockchain [3].

3 Problem Statement and Explanation

Government Organizations could greatly benefit from a technology such as
Blockchain yet its implementation in this area is scarce, why is this the case?We will
ignore political and social reasons for this (such as the largely mixed public view
of Blockchain right now due to Bitcoin and other such crytpocurrencies) as of now
and focus only on the technical limitations at play here. There are two main reasons
we believe that contribute to Blockchain not being a mainstream technology and not
being used by organizations such as the Government. The first is due to the nature
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of current Blockchain Architectures and the second is due to the state of existing
consensus protocols being used.

There are predominantly two main types of Blockchain Architectures, the first
is the public Blockchain and the second is the private Blockchain. In a public
Blockchain, every user is anonymous. The best example of a public Blockchain is
the Bitcoin network. A bitcoin wallet has little to no connection to its user’s identity
(this is one of the reasons why bitcoin is often used by hackers and malicious orga-
nizations). A private Blockchain is one where everyone’s identity is known and only
authorized personel are allowed to interact with the Blockchain. Private Blockchains
are often used in companies, where only employees whose identities are known are
allowed to participate in the network [6].

There is a stark difference in how the two Blockchain architectures is able to
attain security. Incase of the public Blockchain, where everyone is anonymous and
nobody knows anybody, there is no trust in the network. If someone were to create a
new block in a public Blockchain, there is no way to verify the Block’s genuineness
based on the user alone, since the user’s identity is not known. Hence in a public
Blockchain, trust is handled instead by the consensus protocol used by that network.
This leads to some incredibly complex consensus protocols such as the Proof-of-
Work (being used right now by Bitcoin) and Proof-of-Stake. In a private Blockchain,
however, every user’s identity is known, so if one were to create a malicious block,
that user could easily be pinpointed and punished. Thus there is trust in the network
and so there is no need for a complex consensus protocol to be used. Instead private
Blockchains often use protocols such as the much simpler Raft protocol to maintain
consensus [1].

Unfortunately, neither of the existing architectures and consensus protocols are
suitable for Government document management. Government documents such as
Aadhaar1 cards and PAN2 cards are often jointly managed and owned by both the
civilians to whom they correspond to and the government organizations in charge of
managing them. So in a private Blockchain, where everybody knows everyone else,
all users would have information about each other’s ownership of documents which
is not ideal. But in a public Blockchain, there is anonymity even between the civilians
and the government organization who are directly responsible with managing their
documents.

All of this isn’t even mentioning that protocols such as Proof-of-Work are hard to
setup since they facilitate the need forMining, a process which has been proven to be
incredibly inefficient (As of 2020, according to Digiconomist,3 It has been estimated
that the amount of electrical energy consumed by the bitcoin network is comparable

1A 12-digit unique identity number that can be obtained voluntarily by residents or passport holders
of India, based on their biometric and demographic data.
2A permanent account number (PAN) is a ten-character alphanumeric identifier, issued in the form
of a laminated PAN card, by the Indian Income Tax Department, to any person who applies for it
or to whom the department allots the number without an application.
3https://digiconomist.net/bitcoin-energy-consumption.

https://digiconomist.net/bitcoin-energy-consumption
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to that of the country of Chile). And no Government would want to waste that much
electricity.

4 Solution

To tackle the abovementioned problems, we propose a hybrid Blockchain architec-
ture coupled with an alternate consensus protocol, the proof-of-reputation consensus
protocol.

Instead of using a strictly public or private Blockchain, we propose a type of
architecture which consists of two types of users: an Approver and a User. Based on
these two types of users, we then define the following rules:

1. Anyone can become aUser and the process for becoming one is relatively straight-
forward.

2. Only government approved offices and organizations can becomeApprovers. The
process to become an Approver is extremely rigid and requires the provision of
a verifiable and traceable proof of identity. (This is so that the approver can be
punished for any acts of fraudulence in the future).

3. Users are anonymous to each other. But each User is assigned to an Approver/s
and that/those Approver/s is/are allowed access to the User’s identity.

4. All Approvers’ identities are known to all (Both to each other and to all the Users).
5. Only Approvers are allowed to add blocks to the chain. Users have read-only

access to the Blockchain.
6. Only Users are allowed to create the data (in this case Documents) that can be

put into Blocks.

With these rules in place, the only way to add a Block to the chain is to have a
User create the content of the Block and send it to an Approver. The Approver then
examines and validates the content of the Block, before adding it to a Block and then
adding the Block to the Blockchain. This is similar in many ways to how a normal
Government document request is performed. For example, consider a request for
an Aadhaar card, first a civilian (User) gets an Aadhaar application form and fills it
(content) and then submits it to a government office (Approver), the office then checks
the form, validates it, and then finally accepts it (adding a block to the Blockchain)
thereby finally issuing the Aadhaar card.

Since the Approvers are the only ones who are allowed to put blocks into the
chain, in the event of a fraudulent block being placed in the chain, the block can be
traced back to the Approver who added it to the chain (Since the Approver’s identity
is known publicly) and the Approver in turn has access to the identity of the User/s
involved in that Block. This effectively creates a sub-network of trust within themain
Blockchain network that has the benefits of both a private Blockchain (where mining
is not required since user authorization becomes the source of trust and simpler
consensus protocols can be used) as well as that of a public Blockchain (where it
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is easy to participate in the network and there is privacy/confidentiality/anonymity
between the members of the network).

5 Implementation

First, in order to establish a basic Blockchain, we need to setup the following:-

1. A Cryptographically Linked Ledger: In programming, this can be represented in
the formof anArray or a LinkedList, so just about any programming language can
be used to create this. For the actual hashes, it is recommended to use the SHA-256
(since it is an industry standard) algorithm but that is not a strict condition.

2. A Peer-Peer Network: There are a number of ways to create a P2P network in the
real world. The world wide web by itself is already a massive P2P network. In
programming, one could create a P2P network usingWebsockets, IPFS, LAN, etc.
In Bitcoin, this is achieved by using DNS Seeding, essentially every node in the
network contains the addresses of a number of other nodes which inturn possess
the addresses of other nodes and so on. To join the network, a new node needs
to contact an existing node in the network for its address list and the information
about the new node is then spread around the network.
Additionally there exists certain softwarewhich ease the process of creating a P2P
network such asGraphDatabases likeGunDB orDistributed Systems Softare like
Docker Swarm and Kubernetes, etc
(For the purpose of the experiment given below, we have just used LAN).

With these two in place, we can now move on to implementing the working of the
different types of users in the network and the consensus protocol. To do this, wemust
establish a way to define two different types of users to the network: the Approver
and the User. This can be achieved using Asymmetric Encryption.

Every User in the network is given two encryption keypairs: one for signing the
block and the other for encrypting its content (to ensure privacy) and the Approver
is given a single encryption keypair for signing the block. Every User and Approver
then exposes a public key (the one that will be used for verifying their signatures)
to the network where a list of these public keys is passed around the network so that
it may be used for validation. Additionally, an Approver will also expose its public
key through a custom portal (For example: Aadhaar Portal) and it may also provide
the public keys of the Users it manages if requested.

For the Approver, the custom portal becomes a source of truth to its Users (much
like Government Websites and Web portals are to its citizens) which provides Users
with the Approver’s public key as well as access to the Approver’s information (such
as the Approver’s proof of identity) and the Approver’s services (Aadhaar, PAN, etc).

So for a normal User to join the network, he need only provide his public key
and an encrypted unique username which can be decrypted using the public key thus
proving he is the owner of that username.While in the case of the Approver, a custom
verifiable and reliable portal will also need to be setup that handles distribution of the
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Approver’s public key, information and services. And the Approver will also need to
provide its public key and an encrypted link that points to it’s portal to the network
in order to join it.

Now before a User can access any of the services of the Approver, he will also
need to securely transfer a public key to the Approver (or alternatively this can be
done by just using a Public Key Infrastructure with Public Key Certificates issued by
trusted authorities) that will be used to ensure the privacy of the data being exchanged
between the User and the Approver. This can be done by either a physical exchange
(A civilian visiting a Government office) or through secure electronic/digital means
(Ex: SSL or through the Approver’s secure portal). This public key is different from
the public key used by the network to validate the User’s signatures. Instead this
public key (that is shared only between the User and the Approver) is used to ensure
that the User’s private information (which is stored inside the Block) can only be
read by the User and the Approver.

(So to re-illustrate, the User possesses two keypairs, one is for signing the block
and the public key for this keypair is shared with the entire network and the other is
for encrypting the private User-specific information that exists within the block and
the public key for this keypair is shared only with those Approvers whose services
the User is using).

Now when a User wants to make a request for an Approver’s service (such as a
request for an Aadhaar card):

1. The User would first create a document containing all the necessary information
for the (in this case) Aadhaar Card (this includes an id proof and address proof).

2. The User first encrypts all the information in the document that he/she does not
wish to share publicly using his privacy keypair’s private key and if he/she hasn’t
already, privately and securely shares the privacy keypair’s public key to the
Approver using one of the methods mentioned above.

3. The User then hashes the document and encrypts the hash using his/her private
key (The one used for signing the block).

4. Finally the User sends this document along with its signature to the Approver.
5. The Approver upon receiving the document and its signature uses the User’s

public key to verify the User’s signature on the document.
6. The Approver then uses the User’s privacy keypair’s public key to decrypt all

the content of the document and then goes through the document to approve the
User’s request.

7. After approving the document, the Approver then adds the document to a Block,
signs the Block (in a similar fashion to how the User signed his/her document)
and finally adds the Block to the Blockchain.

When reading the above steps, one might wonder the need for a separate privacy
keypair, since the user could just create a symmetric key, use that to encrypt the doc-
ument, then encrypt the key using the user’s main private key and share the encrypted
symmetric key to the approver as is traditionally done in digital envelope technology.
But in this approach, the Approver could also potentially use the symmetric key to
re-encrypt and change the document that the user is trying to add to the blockchain.
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To avoid this, the user is required to create a separate keypair and share the public
key of that keypair instead since then, the approver would only be able to decrypt
but not encrypt the document that the user is trying to sign.

Additionally, keep in mind that the Approver does not immediately add the Block
to the Blockchain. And the reason for this is to ensure a constant block rate. Block
rate is (as we define it) the rate at which new Blocks are added to the Blockchain, in
the case of Bitcoin, the Block rate is approximately 10 min which is to say that in
Bitcoin, a new Block is added once every 10 min. Ensuring a constant block rate is
important especially in large networks since new blocks need time to spread across
the network. Hence a large enough and fixed block rate such as Bitcoin’s 10 min
gives enough time for the network to have reached overall consensus with existing
Blocks and Blockchains before a new Block is added.

In Bitcoin, a constant Block rate of 10 minutes is maintained by manipulating the
difficulty of the cryptographic puzzle that needs to be solved by the miners in order
to add new Blocks to the chain (See Literature Survey). But the concept of mining
doesn’t exist in the system we are using, so in order to achieve a constant block rate,
we developed a technique known as time blocks.

A time block is a special kind of block which holds all the blocks generated by
a number of peers within a specific time frame. Since when working with multiple
different peers, it can bequite difficult to ensure a constant block rate, insteadweallow
the creation of blocks at a constant rate to be done automatically. To understand the
process, consider a network spread across a country, each state has a single approver
and so let’s assume this country has 20 approvers and each citizen is a regular user.
Then:

1. First, we define a block rate say 3 min. Additionally, we also make a predefined
order for the approvers’ blocks within the 3 min time period. So something as
simple as an alphabetical order should suffice.

2. With the block rate set to three minutes, we now define a rule that states that every
Approver in the network can only add a block at the end of a 3 min cycle.

3. Also of importance, is to define a central time source since locations around a
large landmass can have different timezones, we define a central timezone for the
blockchain that all participants of the chainmust adhere to. (So if two participants,
A and B are in two different timezones and A’s timezone is the central timezone,
then participant B must also use A’s time when working with the Blockchain. The
actual time itself doesn’t matter in this system, what matters is ensuring that the
value of time in the Blockchain between each set of blocks is always 3 min hence
why a single timezone is needed).

4. Now when a user makes a document request to an approver, the Approver after
approving it adds it to a block. And like this keeps adding requests to the block
until reaching the end of a three-minute cycle at which point the approver then
uploads the block, then creating a new block that will collect approved requests
for the next three minutes.

5. With this, we now ensure that every 3 min (as per a central and globally accepted
timezone), 20 new blocks (because there are 20 Approvers in this case) is added
to the Blockchain.
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6. The participants then group all of these blocks (within this specific 3 min cycle)
and then put them inside another block (a sort of hyperblock) which is essentially
the timeblock of that 3 min cycle. A hash is generated and included within this
timeblock, before it is then made a part of the Blockchain. The blocks inside the
timeblock are arranged in the predefined order of the network.

7. Thus the Blockchain, in this case, is composed of timeblocks which inturn contain
all the blocks created by the network in 3 min (since that is the block rate in this
case) intervals and these blocks inturn contain all the approved request collected
by that specific block’s approver in that specific 3 min cycle.

While this method does ensure a constant block rate within the chain. It also
inherits a set of disadvantages:

1. Each timeblock is likely going to be massive since it contains a large culmination
of blocks which also contain a large culmination of document requests.
(This could be fixed by compressing blocks and also by not storing any images
or documents directly on the chain but rather storing links to these images and
documents)

2. It constrains eachApprover to onlyuploadBlocks at specific times and the timegap
between themneeds to be large enough for the network to circulate new timeblocks
meaning that it is rare for any new blocks to be added instantaneously.
(Though this hardly matters for this specific usecase since government document
approvals are not a quick process anyway)

With all of these setup, we can implement a working solution that uses Blockchain
for the management and approval of government documents

6 Proof of Concept and Design

Abasic implementation of the solution explained above canbe found at https://github.
com/AkhileshNS/pba-demo, it is written in JavaScript andNodeJS. An official Proof
of Concept website is also under the process of being built. The PoC website is built
using the following technologies:

1. React: a JavaScript library used for building the user interface of the website.
2. MobX:Acentral statemanagement library used tomanage the state of thewebsite.
3. NodeJS: A JavaScript runtime used for setting a backend REST Api where user

registration and cryptography can be done.
4. Elliptic: A library that provides various encryption-based functionality based

on elliptic cryptography. The program uses the ECDSA encryption algorithm
provided by the library. Note. This implementation of the algorithm uses the
secp256k1 curve which is relatively safe but it is highly recommended to not
use ECDSA at all in real-world applications (even though Bitcoin uses it) and to
instead use EdDSA wherever possible. The library does also provide implemen-
tation for the same as well.

https://github.com/AkhileshNS/pba-demo
https://github.com/AkhileshNS/pba-demo
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5. Express: A library to create http-servers or REST Apis. The program uses this to
create a REST Api through which users can interact with the program.

6. Crypto-js: A library that provides various cryptographic functions. The program
makes use of the SHA-256 hashing function provided by this library.

7. Firebase: For storing user information (Note. While firebase is a central server-
based service thatworks against the idea, it is only beingusedhere for the proof-of-
concept and can easily be replaced by a custom authentication and user manage-
ment solution built into the Blockchain or by using something like Hyperledger
Fabric).

8. GUNjs: A JavaScript Graph Database Library that provides a distributed graph
database across a P2P network where the Blockchain for this application is going
to be hosted.

Note. This is only a proof of concept and must not be treated as a real-world
program.

Portal where a civilian user can upload the document he/she wished to get
approved
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Portal where a government official can view documents and approve them.

7 Conclusion

In this paper, we have discussed about what Blockchain is, what features it pro-
vides and how these features are beneficial to the paper’s covered usecase (namely,
Approval and Management of Government Documents). Additionally we have also
tried to assess why Blockchain is not being used for the approval and management
of government documents, by evaluating various existing Blockchain solutions like
Bitcoin, Ethereum, etc., and howwell they are able to satisfy the requirements needed
to do the same. Finally, we were able to conclude why existing solutions were not
able to fit the covered usecase and use that information to craft a Blockchain solution
which does.

Acknowledgements We would also like to thank our respected Principal, Dr. B. V. Ravi Shankar,
for givingus this opportunity toworkon this paper.Wewould like to express our deepest appreciation
to all those who provided us the support to complete this paper. A special gratitude to our guide,
Dr. Dakshayini M., whose contribution in stimulating suggestions and encouragement helped us
through every step of writing this paper.

References

1. Androulaki E, Barger A, Bortnikov V, Cachin C, Christidis K, De Caro A, Enyeart D, Ferris C,
Laventman G,Manevich Y, Muralidharan S, Murthy C, Nguyen B, Sethi M, Singh G, Smith K,
Sorniotti A, StathakopoulouC,VukolicM,WeedCocco S, Yellick J (2020) Hyperledger/fabric.



Government Document Approval and Management Using Blockchain 401

[online]GitHub.Available at: https://github.com/hyperledger/fabric/blob/master/docs/source/
whatis.md

2. Ethereum A next-generation smart contract and decentralized application platform. Vitalik
Buterin https://www.weusecoins.com/assets/pdf/library/Ethereum_white_paper-a_next_
generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
Ethereum

3. Gai F, Wang B, Deng(B) W, Peng W Proof of reputation: a reputation-based consensus proto-
col for peer-to-peer network. https://www.researchgate.net/publication/325097454_Proof_of_
Reputation_A_Reputation-Based_Consensus_Protocol_for_Peer-to-Peer_Network Proof-of-
Reputation

4. Hooda P Proof of Stake (PoS) in blockchain. GeekForGeeks, [Online]. Available: https://www.
geeksforgeeks.org/proof-of-stake-pos-in-blockchain/

5. Hooda P Proof of Work (PoW) Consensu. GeekForGeeks, [Online]. Available: https://www.
geeksforgeeks.org/proof-of-work-pow-consensus/

6. Javeri P (2019) Smart contracts and blockchain. [Online]. Available: https://medium.com/
@prashunjaveri/smart-contracts-and-blockchains-c24538418bf6

7. Moindrot O, Bournhonesque C Proof of stake made simple with casper. https://www.scs.
stanford.edu/17au-cs244b/labs/projects/moindrot_bournhonesque.pdf

8. Nakamoto (2008) Bitcoin: A peer-to-peer electronic cash system. Bitcoin. Available: https://
bitcoin.org/bitcoin.pdf

https://github.com/hyperledger/fabric/blob/master/docs/source/whatis.md
https://github.com/hyperledger/fabric/blob/master/docs/source/whatis.md
https://www.weusecoins.com/assets/pdf/library/Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
https://www.weusecoins.com/assets/pdf/library/Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
https://www.researchgate.net/publication/325097454_Proof_of_Reputation_A_Reputation-Based_Consensus_Protocol_for_Peer-to-Peer_Network
https://www.researchgate.net/publication/325097454_Proof_of_Reputation_A_Reputation-Based_Consensus_Protocol_for_Peer-to-Peer_Network
https://www.geeksforgeeks.org/proof-of-stake-pos-in-blockchain/
https://www.geeksforgeeks.org/proof-of-stake-pos-in-blockchain/
https://www.geeksforgeeks.org/proof-of-work-pow-consensus/
https://www.geeksforgeeks.org/proof-of-work-pow-consensus/
https://medium.com/@prashunjaveri/smart-contracts-and-blockchains-c24538418bf6
https://medium.com/@prashunjaveri/smart-contracts-and-blockchains-c24538418bf6
https://www.scs.stanford.edu/17au-cs244b/labs/projects/moindrot_bournhonesque.pdf
https://www.scs.stanford.edu/17au-cs244b/labs/projects/moindrot_bournhonesque.pdf
https://bitcoin.org/bitcoin.pdf
https://bitcoin.org/bitcoin.pdf


Quality Assessment of Orange Fruit
Images Using Convolutional Neural
Networks

B. Leelavathy, Y. S. S. Sri Datta, and Yerram Sai Rachana

Abstract For sustainability of life and rural development, assessment of fruits in a
non-destructive manner is required. The fruits which are available in the market must
fulfill buyer needs. Orange fruit analysis is generally done by visual examination and
by observing the size. For large volumes, we cannot assess by human graders, so
picture preparation is done on quantitative, solid, and predictable data. This research
contains a division of orange images based on fresh and rotten criteria, the images are
of different kind based on the rotation of images. Then the classification of images
is done based on CNN, binary cross-entropy loss function, along with accuracy is
calculated and resultant graphs are illustrated with an accuracy of 78.57%.

Keywords Rotten images · Classification · CNN · Adam optimization

1 Introduction

India is the country where there is a higher rate of exports as well as imports are done
in case of vegetables, fruits, and it’s a known fact. Among the fruits, our country ranks
first in production of Bananas, Papayas, and Mangoes. The people living in India are
more dependent on an agricultural domain, statistics say that 61.5% are dependent.
Despite the ranking of India in the area of fruits, fruits have defects, for example,
apple has defects like rot, blotch, and scab. In this case, here we will discuss orange
fruit, Orange is a kind of citric fruit. The production of oranges per year is estimated
to be 54.23 million tonnes and the highest producing country is Brazil which is 35.6
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Fig. 1 Types of oranges—fresh and Rotten

million tonnes [1]. The classification of oranges is done based on Normal ones and
Defected ones (see Fig. 1). The defects on oranges include insect damage, copper
burn, phytotoxicity, etc.

2 Related Work

Ahmed M. Abdelsalam and Mohammed S. Sayed (2016) built a computer vision
system that identifies the outdoor layered defects of orange fruits using a sensor
called multi-spectral images. In this model [2], they have implemented an algorithm
that captures orange fruit images by only a Near-Infra Red component. After taking
the respective images, preprocessing steps on these images was done, which detects
the seven different color components of orange which is a thresholding technique
that was implemented. After all these above steps a process of voting is done on all
the obtained seven different threshold color images for detecting the defected and
defect-free orange fruits.

Hardik Patel, RashminPrajapati, andMilin Patel developed amodelwith amethod
of image preparation which is done in a computer, where the fruits are estimated on
different factors like solid and quantitative data and mainly for avoiding human
grading system. This method shows Bacteria spot defects and also they proposed a
framework for reviewing. The factors like texture, color, and size are required for the
early appraisal of the fruit orange. The side view of oranges and some characteristics
of the fruits are removed by identifying some sort of calculations. By observing these
characteristics they figured out the reviewing process [3]. In this reviewing a very
decent Orange quality and evaluating pf zones is done by considering the advantages
and disadvantages, the classification of different features was discussed.

Chen et al. [4] proposed amethod on automatic grading detection of orange which
is based on computer vision. In this method, the orange fruit images are gathered and
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preprocessed, an image segmentation and edge detection were applied to the images
of orange fruits and are segmented. Based on the segmentation of images, main
features of oranges are extracted, they are fruit color, fruit size, orange surface defect
and shape of the fruit, all of these features were learnt by using neural network
which yields automatic detection of grade first oranges. The accuracy of grading
obtained was 94.38%, accuracy of classification of the grade first is 100%. When
it was compared with artificial mode, excellent real-time identification performance
rate was observed.

M. Recce, J. Taylor, A. Piebe, and G. Tropiano developed a novel system for
orange grading into quality bands of three with respect to the characteristics of the
surface [5]. Thismethod is the only non-automated processing operation in the family
of citrus. This system also handles a huge variety of defect marking and surface
coloration, shape(highly eccentric to spherical) and also the size of fruit which is
from 55 to 100 mm. In order to distinguish the defects, the point of attachment of
stem which is nothing but calyx must also be recognized. For identifying the radial
color variation they implemented a neural network classifier in the area of rotation
invariant transformations, which is also called as Zernike moments. This method
requires a complex pattern recognition and also a high throughput which needs 5–10
oranges per second. Grading of these fruits is achieved by imaging the fruit from
all orthogonal directions simultaneously by passing them through the chamber of
inspection. The first stage contains the histograms of all the views of orange fruit
which are analyzed by using classifiers of neural networks. From these views, the
one which contains defect is further analyzed by utilizing five independent masks
combinedwith a classifier of neural network. The expensive process of stemdetection
is applied to a slight part of the images. From all these steps results are presented
with performance analysis.

Satpute and Jagdale [6] proposed a systemwhich is based on automatic inspection
of fruit quality for tomato defect detection, grading, and sorting of tomato. In this
method as a primary step, they segmented the tomato-based on the algorithm called
OTSU. After the segmentation of tomato, extracting of features like color detection,
size detection was done. Methods like Erosion and Dilation were used for size detec-
tion, these features where in turn utilized for size detection like large, medium, and
small. In order to extract colors like green, yellow, and red, color detection was used
for tomato sorting.

A model was proposed for the classification of citrus fruit using the parameter
GLCM. They performed the conversion of RGB image into the gray scale image,
extraction of features was implemented using the GLCM feature extraction [7]. The
feature of GLCM is four types like Energy, Correlation, Contrast, and Homogeneity,
all these features are used for feature extraction. Amodel was constructed for grading
and sorting of agricultural product. Primarily RGB images are converted into scale
GRAY imagewhich is nothing but preprocessing. The secondary step is the extraction
of feature, here in this method extraction is based on shape feature, based on fuzzy
logic and Support vector machine classification of fruits was performed.

A model for processing images based on Dates Maturity Status and dates classi-
fication [8] was constructed by T. Najeeb and M. Safar. The primary step proposed
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was to resize the images, i.e., preprocessing of input data. The second step was to
perform segmentation within the threshold. Post Segmentation they have processed
the image measurement labeling. The final step was, based on color detection and
size detection through which extraction of a feature of the fruit was proposed.

A model for olive fruit detection of defects using an automatic method. The
following procedure was proposed with firstly preprocessing the images from RGB
to GRAY on the given olive fruit. Segmentation was done based on the threshold,
following the feature extraction of the olive fruit [9]. They have implemented the
SICAwhich is the Special ImageConvolutionAlgorithm,(THMT)which is a Texture
Homogeneity Measuring Technique in the proposed method.

3 Proposed Method

Data preprocessing is a technique of preparing the data by cleaning and orga-
nizing it. In the proposed method we have used several libraries/modules like
sklearn.preprocessing, keras.preprocessing to preprocess our data, i.e., images.
LabelBinarizer fromsklearn.preprocessingwhich is used to convertmulti-class labels
to binary label, i.e., belongs/doesn’t belong to the class. The img_to_array method
of Keras library is used to convert the image instances to NumPy array. Image-
DataGenerator of keras.preprocessing.image is a great tool for data augmentation
of our images and to generate batch samples for our model/network. If the data
used numbers as classes, then to_categorical method was used to transform these
numbers to vector representation, making it suitable for our model.

The proposed model was built with the help of Convolutional Neural Networks
(CNN). Convolutional Neural Networks are used effectively in the areas of image
recognition and classification. As the name suggests, it has a connection with biology
or neuroscience. CNN’s take the biological inspiration from the visual cortex. Image
Classification deals with taking an image as an input and classifying it into a class
or probability of classes that describe it as the best. This task is done using a series
of convolutional layers by understanding the low-level features of the images like
intensity, edges, curves, etc. The input image is passed through a set of convolutional,
pooling, and fully connected layers to get an output.

The test_train_split function of sklearn.model_selection is amethod used to split
the dataset into two disjoint subsets for training and testing purposes. The optimal
test_size is 0.20 referring to the train-test split as 80–20%. The model is built/trained
using a training dataset while tested against the testing dataset.

The loss function used is binary cross-entropy loss, which is a default loss func-
tion to be used for binary classification. It is always intended to use with binary
classification problems as the target values always belong to the set {0, 1}.

The Cross-Entropy Loss is defined in Eq. (1) as
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CE = −
c∑

i

ti log(si ), (1)

where ti and si are the ground truth and the CNN score for each class i in C. As
usually an activation function (Sigmoid/Softmax) is applied to the scores before the
CE Loss computation, we write f (si) to refer to the activations.

In a binary classification problem, where C′ = 2, the Cross-Entropy Loss can be
defined Eq. (2) as

CE = −
C

′ =2∑

i=1

ti log(si ) = −t1(logs1) − (1 − t1)log(1 − s1), (2)

where it’s assumed that there are two classes: C1 and C2. t1 [0, 1] and s1 are the
ground truth and the score for C1 and t2 = 1 − t1 and s2 = 1 − s1 are the ground
truth and the score for C2.

The activation function used is “ReLU”—Rectified Linear Unit. It is of the
nonlinear activation function. The nonlinear activation functions always help the
model to generalize or adapt to different data. The advantage of the ReLU activation
function over other activation functions is that it doesn’t activate all the neurons at
the same time. The function and its derivative are monotonic in nature. ReLU is the
default loss function for CNN as it allows the model to learn faster and perform
better. Mathematically, ReLU is defined as: y = max(0, x). The Softmax function
makes the outputs of each unit to be between 0 and 1. Also, it divides each output
such that the total sum of the outputs is equal to 1. Mathematically, it is represented
as in Eq. (3)

σ(Z) j = ez jσ
(
z j

) = ez j

�
kezk
k=1

. (3)

The Optimization used here isAdam optimization. It is used to iteratively update
the network weights in training data. It is used instead of the classical stochastic
gradient descent algorithm. Adam’s algorithm has an advantage of the Adaptive
Gradient Algorithm and Root Mean Square Propagation. The Adaptive Gradient
Algorithm maintains multiple learning rates per parameter to enhance the perfor-
mance. Root Mean Square Propagation helps to maintain per-parameter learning
rates that are adapted based on the average of recent magnitudes of the gradients for
the weight.

This experiment was executed on Intel® Core™ i7-8550U CPU@1.8 GHz,
1.99GHz., InstalledMemory (RAM)of 12GB, 64-bitOperating System,× 64-based
processor.



408 B. Leelavathy et al.

Fig. 2 CNN model flow architecture

3.1 Proposed Algorithm

Step 1: Import the dataset which contains the images of fresh and rotten oranges.

Step 2: Perform data preprocessing on the input images using the functions
img_to_array, to_categorical, LabelBinarizer.

Step 3: Using train_test_split function, split the dataset into training and testing
subsets with test_size=0.20.

Step 4: Using the ImageDataGenerator function, which augments the images and
generates batch samples to the model.

Step 5: Create a Sequential Model (see Fig. 2).

Step 6: Compile the model.

Step 7: Apply fit_generator using on the model and store it in history variable/object.

Step 8: Assign the values into acc, val_acc, loss, val_loss from history dict based on
keys and initialize epochs=range (1, len(acc),+1).

Step 9: Plot the graphs.

Step 10: Calculate the model accuracy.

3.2 Working of the Model

In the proposed model we used a dataset that is obtained from an internet source,
which contains the images of oranges of Fresh and Rotten categories. Uploading the
images to the Google Colab platform was performed. There are some API’s which
are needed to be imported so that the functions of them can be used for our model.

The number of epochs defines how many distinct times you consider the training
data set.We initialized 25 epochs and thenwe initialize the variables height andwidth
of the input image as 256 and depth is 3. Then, preprocessing steps are performed
which are conversion of image to an array by using img_to_array which converts
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the image into NumPy array. A list is created with contents as array objects of the
images. Using LabelBinarizer, we convert multi-class labels to binary labels.

The traditional train_test_split is applied to the data. The train size and test size
are taken as 80 and 20. The sequential model is generated for which a series of
steps are done which are adding a convolutional 2D layer to the sequential model
with the activation function of ReLU, Batch Normalization is done to improve the
stability of the previous added stepMax pooling is done for reducing the unnecessary
dimensions of the given images from the previous step. The dropout layer is added.

This series of steps is repeated for a couple of times by changing the convolutional
filters to 64 and 128, respectively. After these steps, the output is flattened in order to
do the required classification. Then, a 2D dense layer with the activation function of
“Softmax” is added. After these steps, Adam Optimization is used as an optimizer
and then we use fit_generator() to the model and store that in history object/variable.
By using the history variable and aug which is an object of ImageDataGenerator, the
generation of epochs is done which is the “penultimate” step that gives the insight
of the entire process (whether or not the grading is done in a proper and accountable
manner or not). The final step is to generate the graphs of training based on accuracy
and loss. Finally, the accuracy is calculated which justifies the model.

Sample Pseudocode of the experiment (see Figs. 3, 4, 5).

Fig. 3 Code snippet of training the CNN model

Fig. 4 Code snippet of calculating the accuracy

Fig. 5 Code snippet of Adam optimization method
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4 Findings and Observations

Using various values produced during model.fit_generator() like the accuracy of the
training, accuracy of the validation, loss during training and loss during validation,
we can plot various graphs to understand the model (see Fig. 6).

Summary related to the analysis of our proposed model is given in Table 1.
Hence, the model was compiled with two different number of epochs as 20 and

25. When compiled with train and test split of 80–20 we achieved a highest accuracy
of 78.57%.

Fig. 6 Corresponding to the obtained training and validation accuracies, training and validation
loss plotted as graphs for the train and test split of 80–20% [1(a)–1(d)]

Table 1 Summary of the results obtained

Model Size of dataset Train-test split Accuracy in %

Number of
epochs-20

Number of
epochs-25

CNN with SoftMax
classifier

Orange fruit
dataset (rotten,
healthy), 800
images

80–20 76.92 78.57
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Table 2 Comparison of accuracy obtained with different model architectures based on CNN, SVM
for different fruits

Type of the fruit Model name Methods used for classification Accuracy (%)

Orange [6] SVM Classifier Gabor+LBP+GCH 61.29%

Orange [6] SVM Classifier Gabor+CLBP+LTP 64.52%

Orange [6] SVM Classifier ColorMoment+GLCM+Shape 67.74%

Banana [12] CNN 3-Convolutional layers, FFully
connected layer, ReLU
(activation function), Max
Pooling layer

80%

Grapes [13] CNN Color Feature Extraction(RGB,
HSV), Morphological features
such as shape

79.49%

Tomatoes [14] Convolutional Autoencoder The encoder is used to generate
internal representation of input
images, the decor converts
those internal representations
into outputs

79.09%

Tomatoes [14] ResNet2 based CNN Batch Normalization, RELU
(activation Function)

87.27%

From Table 2, we can observe that classification of Oranges using SVM resulted
in the accuracy that falls in the range from 61.29–67.74%. Whereas, when we try
to classify the oranges using CNN, we obtained the accuracy of 78.57%. As we
change the ratio of train to test split, the accuracy might vary a bit, with extensive
experimentation, we have noted that accuracy always lies above 70%.

5 Conclusion

In the proposed method, we have successfully classified the rotten oranges from the
rest and robustly analyzed the same by specifying the accuracy of the work done.
The methods which are used here are flexible and potent. The work can also be
used to improvise the accuracy by combining with other classification methods. This
method can also be applied for the automatic prediction by improvising a bit, which
is a great use for the agricultural field to yield better crop in the current era. However,
classifying and identifying the defects of the orange fruit by implementing this model
in real-time can be done in the future.
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Car Comparison Portal Using Real-Time
Data Analysis

Archit Nangalia and Ashutosh Mishra

Abstract The system focuses on providing buyers an estimate of the similarities
and dissimilarities between two cars. The end-user can select two vehicles and the
system will generate a brief report indicating the benefits and defects. Thus, it helps
the user to analyze cars effectively and user can make best decision before buying.
This system not only provides users details of the cars, but also provides an analysis
based on the data mined from Twitter in real-time and gives the users an overview
of what the consumers think about the vehicle. This way the user may have a chance
to fairly compare cars and come onto a better decision. The tweets are categorized
as positive, negative, and neutral. In the past decade, there has been an exponential
surge in the online activity of people across the globe. The volume of posts that are
made on the web every second runs into millions. To add to this, the rise of social
media platforms has led to flooding to content on the internet. Making use of this
very content accurate sentiments about a vehicle can be conveyed.

Keywords Real-time · Analysis · Opinion mining · Prediction · Data analytics ·
Data science · Social mining · Sentiment analysis

1 Introduction

The urge to have your private cocooned space while travelling has led to a surge in
car sales across the globe. The automotive market is predicted to see an upward trend
in car ownership, rental or lease. Automobiles have tons of options based on features,
make type, model, brand, class, size, price range, etc. and people easily tend to get
confused to choose one particular. For the aforementioned reasons, we decided to
design a portal for comparisonmultiple cars based on safety features, luxury features,
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necessities, fuel type, range, price, etc. Alongside these basic comparisons theUSP of
this portal stands at the sentiment analysis capabilities. Car Comparison Portal using
Real-Time data analysis is a portal specifically designed to help people compare cars,
by taking into account the opinion of fellow owners and potential customers as well
as experts of the industry and the specifics they have in mind to filter down to buy a
car. The system uses data mining to process data from a database and show results
in form of a graph as well as tabulated results for comparison.

2 Literature Survey

The literature review will discuss existing systems that exist and why they are not
capable along with the project idea and objective. This study will further advance
sentiment research by helping people discover vehicles and emotions related to them.

2.1 Existing System

CarComplaints.com [1] is a little less of a comparison site, since it doesn’t have tools
to directly compare one vehicle against another, but it does offer a ton of information
on virtually anymake andmodel of vehicle, including commonowner complaints and
issues, recalls, crash tests, active investigations, and any vehicle Technical Service
Bulletins (TSBs) the site can get their hands on.

The site is well worth a look even if you’re looking at the vehicle you already own
to make sure you haven’t missed anything, but it’s also great if you’re looking for the
complaints and experiences of people who already own and have had experiences
with the vehicle you’re thinking about buying. Plus, you can add your own complaints
and experiences to the site to give a little back, or search complaints on the site to
see if anyone’s having the same issues as you are.

2.2 Project Idea and Objective

The attempt is to provide digital platform tomanual comparison. Themanual compar-
ison of cars using a pen and paper is a tedious job needs a lot of information to be
collected. It is always convenient to have a portal to solve your problem of choosing
a car, all things in one place and graphs make it better to understand. Any person
logging on the website will get to compare two cars at a time. Real-time updating
of data helps people get relevant data based on other’s opinion and also view their
feedbacks posted on Twitter.

http://CarComplaints.com
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3 Proposed System Architecture

This chapter includes a brief description of the proposed system and requirements
needed for the portal. The unique, industry first implementation of sentiment analysis
of vehicles is achieved by using Twitter’s API and python. The Car Comparison
Portal using Real-Time data analysis comprises of different components describing
different actions performed by the web application. These different components are
classified into client connection, the web server, file server and the data layer. The
system architecture is depicted in the Fig. 1.

3.1 Client Connection

The client accesses the website. Details from the database will be displayed on the
web app. All the queries such as car search is sent to the server for processing. The
client side scripts such as JavaScript make it possible to easily interact with various
functionalities of the system and to visualize details.

Fig. 1 System architecture
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3.2 Web Server

The requests from client application is processed by the web server, where python
is run locally to fetch data from the twitter client and store it locally. The file is then
passed on to other layers for processing and various different operations.

3.3 File Server

This layer is responsible for processing the different file formats saved locally and
prepping them for further processing. The tweets received from API response are
stored in a csv file.

3.4 Data Layer

After the files are cleaned, they are stored in the databases and calculations are
performed to generate polarity values. Hence, reliability of data layer is of utmost
importance.

4 Algorithm

1. Initialize blank list "tweet" 
2. Initialize blank list "tweetText" 
3. Connect to Twitter's database using the twitter api parameters 
4. Download/import tweets using two parameters, "search keyword" and "number of 
tweets" and store in the "tweets" list 
5. Define 7 variables "polarity" "positive" "wpositive" "spositive" "negative" 
"wnegative" "snegative" "neutral" 
6. For each tweet: 

a. Clean tweet by removing all characters that are not alphabets and spaces. 
b. Calculate polarity using nlp 
c. Polarity = polarity + calculated_polarity 
d. If polarity = 0 

  Neutral = neutral + 1 
  . 
  . 

e. Calculate percentage for all the above variables using the number of tweets 
taken in step 4 

f. Calculate average polarity => polarity = polarity / NoOfTerms 
g. Print all the percentages 
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Fig. 2 JS chart generated using tweets

5 Implementation

The system uses python language at its core to process all the tweets fetched from
social media platform, in this case Twitter. A token and secret key is passed to
Twitter’s API and vehicle specific tweets are fetched in real-time and stored on the
server. The python script runs locally on the client platform.

Figure 2, depicts illustration of the data after it has been cleaned and removed of
all attributes that do not contribute towards the sentiment polarity calculation. Using
JavaScript, the charts are then visualized.

The tweets that were used to calculate polarity for sentiment analysis can be
viewed in real-time and can also be filtered depending on the emotions. Figures 2
and 3 presents the tweets for “Hyundai Tucson” vehicle in this instance (Fig. 4).

6 Results

The results of the final web portal with actual screenshots to depict the implementa-
tion of the functionalities, follow below.

The Fig. 5 shows the image of the first screen when a user visits the website.
Figure 6 is the image of the screen displaying the list of cars with filtered search

option.
Figure 7 shows the section where nearby dealers are located for the user on the

map using the Google Maps’ paid API.
Figure 8 shows a bar graph of the polarity of the words used relating to the car.
The admin can add or remove images of the cars added previously (Fig. 9).
The admin can modify the specifications of the car from this page (Fig. 10).
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Fig. 3 Categorized tweets analysis

Fig. 4 Tweets related to one particular car
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Fig. 5 Main page

Fig. 6 List of cars

The admin can view the complete database of the inventories used for the website
(Fig. 11).

7 Conclusion

The “Car Comparison Portal using Real-Time data analysis” system throughout
its inception, development and design has aimed at improving the efficiency and
ease of the vehicle purchase decision making for the client while being effective
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Fig. 7 Dealer locator

Fig. 8 JavaScript charts

and innovative. The drawbacks of existing systems have been reduced to minimum.
Research on the existing system and technology has been achieved with functions
that can be useful for different purposes. The system tries to be as simple and effi-
cient as possible using accurate new technologies including data mining in real-time
to automate the process of manually finding data. The visualization algorithm is
purposefully designed to give detailed results. The proposed system provides almost
complete automation for the data analysis of multiple vehicles simultaneously. It
will give the client suggestions so as to which vehicle suits their needs and exactly
what they are looking for. We hope to help many users across the globe to make
right choices and reduce the human strain of manually updating and visualizing data
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Fig. 9 Image addition/removal

Fig. 10 Car specification modification

for the potential buyers. The proposed system reduces the work time and eliminates
hours upon hours of tracking the visualizing the data. The proposed system one of
the most efficient form of automating the car data analyzing process.
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Fig. 11 Inventory management page
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Design and Development of an Efficient
Malware Detection Using ML
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Abstract Enormous growth and generation of data is happening in every day from
various sources. The generated data is presented in various formats, i.e., in structured,
unstructured, semi-structured, pdfs, docs, csvs, and raw file formats. All these files
are not genuine or pure in all scenarios cause which is generated from identified and
unidentified sources. The modern malware is designed with mutation characteristics,
that means, it can change its behavior based on the properties of physical file. It is
a contraction from malicious software. The tremendous growth of the data is very
helpful to the malware designers to execute the malware files such as Virus, Trojans,
and Ransomware in any file. The formation of modern malware poses a variety of
challenges to the antivirus industries. In this paper, we are going to induce a system
with a lightweight model to accurately detect themalware for industrial use with high
accuracy. In this, we are identifying nine different types of malwares like Ramnit,
Lollipop,Kelihos_ver3, Vundo, etc., on huge amount of data (0.5 TB) that is provided
by Microsoft.

Keywords Windows malware · Computer security · Machine learning · Static
analysis · Malware classification · Microsoft malware data
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1 Introduction

The term malware has deteriorated as malicious software. The goal of malware is
any bit of software that was made with the plan of doing mischief to information,
security, gadgets, or to individuals. With the rise of the internet, malware usually
infects a system by tricking users; while users are clicking or installing an unknown
program or software from the internet, a malware is going to access systems through
the emails and other unknown resources. On the other hand, spreading of themalware
through USB and other secondary devices. Social engineering and phishing attacks
are themost commonmalwares spreading techniques.By fooling the people,malware
developers update their technology to attack the systems. By observing the attacking
ways and their characteristics,malwares are basically categorized intoVirus, Trojans,
Spyware, Worms, Ransomware, and Botnets.

Rise of malware technology challenges anti-malware industries. To produce
adequate computer security and protection, anti-malware industries need to update
themselves to prevent the attacks. Whenever anti-malware developers update their
mechanisms to detect and prevent the malwares, malware writers update the
mechanisms to elude from the preventions.

In recent years, traditional signature-based techniques will be the basis of anti-
malware vendors to detect the malware. The rise of the darknet is the basis for
malware development. Malware coders develop their code by using the genetic and
mutation technology to update their malware mechanism. Because of this, mutation
technology detection of the malware is tougher since all the present-day malware
technologies are, in general, having polymorphic andmetamorphic layers to sidestep
the detection from the anti-malware mechanisms. Inventors of malware developed it
using inventory techniques to escape from themodernmalware protection systems; at
the same time, anti-malware vendors are developing countermechanisms to perceive
and block the malware.

Analyzing the gigantic data to recognize malware families is a time- and cost-
utilizing process. Automatic and manual signature extractions are identifying the
previously trained malware. A petty solution is there, i.e., by selecting the random
data in order to identify whether malware is present in that or not. This method leads
to update the signature repositories with enhancedmalware. Defect with this problem
is the identification of malware with random data had performance issues and low
accuracy values.

To viably investigate a huge number of new mischievous code, documents hostile
to malware sellers implement the machine learning (ML) technology and integrate
this to the signature extraction repositories to update and detect the malware.
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2 Literature Survey

Ahmadi et al. [1] in the current paper gave importance to the stages identified with
the extraction and determination of the features for the powerful interpretation of
malware samples. Depending on the malware behavior, features can be grouped and
their merging is accomplished by per class weighting model.

For the computer security group, tagging ofmalware samples based on their symp-
toms is very important since they get a tremendous number of malware consistently,
and the signature extraction process is typically based on malicious parts tagging.
Analysis of this dataset helped in building a novel and viable way of sorting the
malware variants into their legitimate family group. With the limited resources, he
suggested a model with novel structural features that could gain in performance. Be
that as it may, this technique isn’t yet been tried for potency against evasion or poison
attacks.

Nissim et al. [2] unlike previously, making malware today became simple in light
of the fact that mischievous code libraries are shared between attackers. Besides,
nowadays invaders have got more advanced technologies, making mischievous code
documents that appear to act like normal documents which are harder to identify,
for example, the case with Trojan horse. Furthermore, before making mischievous
codes, attacker will try to find the susceptibilities already existed or will shadow the
recent announcements regarding the susceptibilities. Additionally, the attacker will
try to make use of the time delays in delivering the updates by the anti-virus vendors,
which allow the virus to attack and spread.

In the process of improving the model, the authors proposed a framework and
learning techniques for regular update of anti-virus software by concentrating on
marking the file that is destined as malware or benevolent document. Both new and
marked document lists must be updated regularly to the anti-virus and detection
model. New malware which are not recognized by anti-virus can be detected by
using a competent detection discovery model. The detection model is depended on
a classifier which is trained by utilizing static examination on both malicious and
benevolent documents. It enriches the speculation capacities of the model which in
turn boosts up the new malware distinguishing capability at a high positive rate,
reducing the possibility of infecting the host PC. The framework shows how we can
obtain the details of significant files, benevolent files, and new malware by using
learning techniques, which improve the performance of classifier, permitting it to
discover and update the anti-virus signature repository with newly discovered files.
Aswith text categorization, static investigation systemwas introduced for identifying
unknown malevolent codes. In static investigation, the analysis will be done without
executing the actual program. The detection and classification of unknown malware
can only be done if its actual behavior known, which can be obtained by dynamic
analysis. In this model, dynamic analysis not performed.

Fan et al. [3] proposed malware detection framework by mischievous sequential
pattern identification using an operative sequence mining algorithm and constructing
a classifier called All-Nearest Neighbor (ANN) on the identified patterns. The
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proposed framework can outperform in the detection of malevolent patterns both
in sample file as well as newly unobserved malware samples.

Heuristic-based recognition strategy, which uses data mining and ML, is created
for malware identification. This methodology discover special patterns that catch
the malware qualities. The discovery procedure is done in two stages: primary and
secondary. In the primary stage, static or dynamic investigation is done to differen-
tiate features from malware samples. Basing on the primary stage extracted feature,
classification is applied to distinguish the malware instinctively.

Since the system proposed in here just spotlight on detection of malware, for
example, regardless of whether a sample is malware or not, it cannot classify which
specific sorts of malware it is. This shortcoming would limit the technique not being
applicable to increasingly broad applications. Another shortcoming of the technique
acquires from the the conventional kNN strategy, i.e., the absence of an unequivocal
model. This leads our doors open to work on framework in future by consolidating
a few techniques, for example, data reduction so as to improve the classification
efficiency. These features denote the noteworthy contrast between malicious and
benevolent files.

Tian et al. [4] proposes a versatile methodology in which the behavioral features
are explored utilizing logs of different API calls to distinguish malicious files and
clean files. The work suggests having, in contrast to the conventional technique
for recognizing malware records, a robotized order framework utilizing runtime
features of malware documents. As a result, the dynamic malware classification
framework was designed by using the dynamic API call sequences as features. The
whole experiment is carried out in a virtual environment for a limited period of
time. The actual behavior of the code is revealed in the form of trace reports. Now
distinguishing of cleanware from malware can be done using trace reports of binary
files in twoways. (i) malware versus cleanware classification and (ii) malware family
classification. By integrating both features that we can increase classification and
detection accuracy in malware analysis.

The behavioral feature analysis helps a lot in malware detection. The most essen-
tial contributions in the detection are planning of a technique to extract relevant
behavioral features of API calls; arrangement of statistical investigation of the API
calls from log documents; defining a classification model for recognizing malware
from cleanware.

Gavrilut et al. [5] proposed an adaptable systemwherein one can utilize distinctive
machine learning algorithms to effectively differentiate between malware files and
clean files, while limiting the quantity of false positives. In this work, they present the
thoughts behind our framework by working right off the bat with cascade one-sided
perceptron’s and furthermore with cascade kernelized one-sided perceptrons.

In the wake of having been effectively tried on medium-sized datasets of malware
and cleandocuments, the thoughts behind this frameworkwere submitted to a scaling-
up process that empowers us to work with enormous datasets of malware and clean
files. A problem that occurs whenworkingwith large datasets is overfitting caused by
the noise appearing in the form of human annotation errors. Not all of the malware-
designated samples are actually malware, and not all of the clean samples are clean
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indeed. That is why, the bigger the database, the more likely is to get misclassified
samples in the training set. Because our algorithms aim to reduce the number of false
alarms to 0, the detection rate (sensitivity) obtained on a large dataset will be much
smaller (due to the misclassification issue).

2.1 Problem Statement

To protect a system against malware, the significant undertaking is to distinguish
whether the given piece of document/program is influenced with malware or not. So
as to distinguish the malware, we need to analyze and classify the data and construct
groups which are called as families and recognize the families.

3 Proposed System

Microsoft develops countermechanisms to detect the malware; for this, it performs
an analysis on almost 15 million systems to gather the malware data. And after that,
it produces a dataset which is almost half terabyte and it contains nine different
malware families. Those malwares are Ramnit (R), Lollipop (L), Kelihos_ver (K3),
Vundo (V), Simda (S), Tracur (T), Kelihos_ver1 (K1), Obfuscator.ACY (O), Gatak
(G). Nine classes of malware are labeled with the integer values from range 1 to 9,
i.e., Ramnit (R) is class 1 and Gatak (G) is class 9.

In this work, we evoke a model that will classify malware based on their charac-
teristics and assign it to the respected families. This approach uses learning-based
mechanism to characterize the malware. Learning-based mechanism does not rely
on packed and de-obfuscation systems. When the packer is known and extracts more
valuable features, it is a cost taking process and performs analysis on customized
packerswhich is complex too. Thus, we aim to perform the classification taskwithout
unpacking the samples.

Alongside to this, malware classification system assumes all the samples as if they
are malware, and because of this, the packed systems are not analyzed. Finally, rather
than analyzing and detecting malware evade techniques, we are more consigned
toward the classification of malware.

Malware detection and classification can be considered as two important stages
in signature development process for anti-malware products. Malware detection is to
detect themalware and classificationmechanism classifies themalware and assigns it
to the respected families. These two tasks are performed on both dynamic and static
investigation. Dynamic analysis concentrates on the behavior of the malware and
its characteristics while it is executing. Developers use Windows API to access the
files, processes, and other systems. At the same time, the development of API’s leads
to use them rather than using system calls, even applications use APIs to execute
themselves apart from the direct system calls. By monitoring the APIs and their
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Table 1 Few researches under gone with their features and structure

Year Authors Analysis Type Features Structure

2008 Tian et al. [4] Static and
dynamic

Classification Static and
dynamic

–

2009 Santos et al. [6] Static Classification Byte N-gram

2010 Ronghua et al. [4] Dynamic Classification API String

2011 Gavrilut et al. [7] Dynamic Classification Binary Graph

2014 Nissim et al. [8] Dynamic Detection Byte N-gram

2016 Ahmadi et al. [9] Static Classification Structural N-gram

2017 Liu et al. [10] Static Classification,
detection

Texture Gray scale
images

parameters, we can analyze the metadata to identify the malwares. As the dynamic
analysis has a limitation of analyzing one malware at a time, programmers using
static analysis, by doing it, we analyze the malware without actually executing it.
So, in this analysis, we have to identify the patterns of the malware; there are many
techniques to analyze the patterns like SAFE, SAVE, Microsoft’s header of the PE
(Portable Executable), and body of the PE.

All the malware detection and malware classification systems performed by
extracting the features from dynamic, static features, both features were same. All
the researchers used the same features to discriminate and classify the malware. By
employing dynamic analysis, we have to extract the features from it but we already
know the classifier assumes that all fileswere affectedwithmalware.Wemainly focus
on the classification of malware based on static features to design more accurate and
performing system. Allotment of data among the malware shows the statistics of
the malware, in that class 3 malware is highly present. The proposed method is to
design a novel method that could provide a performance within a limited feature
and with low computational task. Rather than using the clustering system, we use
multi-threading system to maintain a trade-off between complexity and performance
(Table 1).

3.1 System Design

We majorly focus on malware classification by using statistic features, in that the
relevant issue is to choose the appropriate features from the analysis. The aim of our
model is to achieve more accurate and fast classification results, for this, we will
choose the most appropriate features and integrate them. We are going to use both
content-based and structural features to achieve the results (Fig. 1).
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Fig. 1 Proposed system design

3.2 Malware Data Representation

Feature extraction of malware classification is always based on data, so before going
to know about the features, we get an overview about the malware which is presented
on the data. Every malware sample will contain two different types of files, that is,
hexadecimal code (hex) file and disassembled code or byte code. When a program
is executing raw code, it is converted to assembly language by compiler and assem-
bler converts it into hexadecimal code. Then malware sample representations are
presented by the two views, namely hex view and assembly view. The assembly
view of data is an unassembled data and it is the collection of PE Headers, PE body,
Instructions, and opcodes.

3.3 Program Code

.asm Files (Assembly View) 
.text:00419B02 2B CE sub ecx,esi
.text:00419B07 8D 4C 85 E0l ea ecx, [ebp+eax*4+var_20]
.text:00419B0B 8B 31 mov    esi, [ecx]
.text:00419B0D 8D 3C 16 lea     edi, [esi+edx]
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The hex view data is presented in the form of digits, which is a collection a
16-bytes words, it is presented in the following representation: the initial value signi-
fies the opening address of these machine codes in memory and each values (byte)
bears significant elements for the PE, alike instruction codes or data.

.byte files (Hex-View)
00401000 56 8D 44 24 08 50 8B F1 E8 1C 1B 00 00 C7 06 08 

00401010 BB 42 00 8B C6 5E C2 04 00 CC CC CC CC CC CC CC 

00401020 C7 01 08 BB 42 00 E9 26 1C 00 00 CC CC CC CC CC 

00401030 56 8B F1 C7 06 08 BB 42 00 E8 13 1C 00 00 F6 44 

3.4 Features Extracted from the Byte Files

n-gram: From a given sample of data of the application in a given sequence, the
contiguous n items are called n-gram. It is typically collected from text. The repre-
sentation ofmalware data is present in byte sequence of words. To effectively analyze
this data to get the beneficial information from it and to identify the malware proper-
ties, sliding windows of n-gram lengths are used. The n-gram construing was worked
on data without decompression and decryption. The element in byte data is taken as
a sequence of words, if 100 words are present in that, 1G delivers 1001-dimensional
vector words that are present there and 2G delivers 1002-dimensional vector words
present in 2-byte frequency. As our model representation, we are just considered
1-gram features for low computational process.

Classification: Over the last few classifications, many were proposed by the experts.
Multiple classification algorithms are proposed to classify themalware; among those,
we have selected the best one using the parameters like accuracy, train rate, test
rate, and error rate. In total, 179 classification algorithms from 17 families have
been selected to classify the data, and they concluded that SVM and Random forest
classification algorithms performance is the worthiest. Most of the Kaggle winners
are using XGBoost algorithm to increase the model accuracy. By observing all these
in this paper, we are using ensembled algorithms, i.e., Random Forest and XGBoost
to accurately classify the malware.

Evaluation Measures: Accuracy and log-loss are the two evaluation measures used
to estimate the classification performance. Accuracy is defined as the fraction of the
correct the predictions and can be presented as the confusion matrix. Log-loss is the
delicate estimation of precision that is solidified with the notation of probabilistic
confidence. It is called as cross-entropy between the true labels and the anticipated
labels distribution. It functions admirably for multi-class classification. Negative
log-likelihood of the model can be demosntrated as



Design and Development of an Efficient Malware Detection Using ML 431

logLoss = −1

N

N∑

a=1

M∑

b=1

yab ∗ log(pab)

where N is the number of observations, M is the number of class labels, log is the
natural logarithm, yab is 1 if observation a is in class b and 0 otherwise, and pab is
the predicted probability that observation a is in class b.

4 Results

After extracting the features from the represented data, we can, without much of
a stretch, measure the malware samples according to their malevolent sequential
patterns. By comparing four selective classification algorithms on both byte and
asm file features, the effectiveness and proficiency of our experiment is evaluated.
Those algorithms are K-Nearest Neighbor, Logistic Regression, Random Forest, and
XGboost. Only ensemble methods are applied on data when combining all features.
Reduction of variance and bias is done by K-fold cross-validation. K-values can have
between values ranging n 5–10. The cross-validation time is directly proportional to
chosen fold value. We set k-fold cross-validation value to 5, to find a baseline model
for cross-validation.

The below tables are described as follows: The algorithms which we mentioned
already, performed on the extracted features from the data. K-NN is a very simple
and elegant classifier, it classifies the malware based on their malicious patterns from
the extracted features on both byte and asm data. We already mentioned the features
of the data, according to that, K-NN classifies the malware using byte file features
with 95.5% accuracy and 97.98% classifies the malware using asm file features.
Even though logistic regression classifies the malware with less accuracy that is with
77.68% on byte file features, but it gets high accuracy 90.39% when it uses asm
file features. Random Forest is an ensemble algorithm which classifies the malware
families more accurately than the normal classifiers and it classifies malware with
97.98% accuracy using byte files and get 98.85% accuracy on asm data features
(Fig. 2).

By using bagging technique, we combined all the features to accurately classify
the malware, in that, we are only using Random Forest and XGboost ensemble
classifiers in feature fusion technique and XGboost gets a very high accuracy among
all the other algorithms, which is 99.83% accuracy along with 0.01 log-loss value
(Tables 2, 3 and 4).
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Fig. 2 Malware families
distribution in Microsoft data

Table 2 Accuracy values of various classifiers on byte file features

Classifier Test Log-loss (%) Misclassification rate (%) Accuracy

K-NN 0.24 4.50 95.50

Logistic regression 0.528 12.32 77.68

Random forest 0.085 2.02 97.98

XGboost 0.078 1.24 98.76

Table 3 Accuracy values of various classifiers on asm file features

Classifier Test Log-loss (%) Misclassification rate (%) Accuracy

K-NN 0.089 2.02 97.98

Logistic regression 0.415 9.61 90.39

Random forest 0.057 1.15 98.85

XGboost 0.048 0.87 99.13

Table 4 Accuracy values of ensemble classifiers on combined features

Classifier Test Log-loss (%) Misclassification rate (%) Accuracy

Random forest 0.031 0.88 99.12

XGboost 0.01 0.17 99.83

5 Conclusion

The goal of this work is to develop model that can detect and classify the known
and obscure malware productively. With prediction and classification tools, we can
identify the new unknown malware that can be used for sustaining an anti-virus tool.
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Anti-virus tools and the detection or classifier model must be refreshed with new and
label files to recognize the unknown malware.

In this work, we introduced a malware classification framework characterized
by a low intricacy in feature extraction and classification mechanism. For this, we
proposed various novel features to define the characteristics of the malware. Specif-
ically, we concentered around features based on content, because of its simplicity
to compute, and without the need of dynamic features and unpacking of malware
classification of is possible. The principle inspiration driving this work is to make
a light framework for the industrial use where the cloud technologies are growing
exponentially [11], and is to keep up a trade-off among computational, performance,
and classification complexity on unknown data. The ease in the usage of features are
designed to understand the industrialists compared with the complex one.
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Estimating Food Nutrients Using
Region-Based Convolutional Neural
Network

Ekta Sarda, Priyanka Deshmukh, Snehal Bhole, and Shubham Jadhav

Abstract Good Nutrition and Healthy habits are the keys to achieve a healthy
lifestyle for an individual. Changes in working environments and food habits have
shown a great impact on the large part of themodern population.Due to such changes,
obesity, overweight, and chronic heart diseases are some of the commonly faced
issues. Even for people with adequate weight, poor nutrition is associated with major
risks that can cause illness and even death. A combination of physical activities and
a balanced diet can help to achieve and maintain the ideal weight, reduce risks of
diseases like heart attack, cancer, etc. and assist an individual to promote overall
health. Food Intake Calories Estimation is an assistive calorie measurement system
to help the people to determine the nutritional value in the food that they eat every
day. This is an image processing based approach that allows users to capture an
image of the food and measure the amount of nutrient content in it automatically.
The two commonly known algorithms Faster Region-based Convolutional Neural
Networks (Faster-RCNN) and Mask Region-based Convolutional Neural Networks
(Mask RCNN) are compared here on various criteria to achieve the goal of estimating
the nutrients in the food item in the given image.
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1 Introduction

The life we live in today is much different than what our ancestors have lived. The
modern life comes with various advantages like fast-growing technological advance-
ments, higher living standards, development of health facilities, vaccines, preventive
measures for the spread of an epidemic, etc. On the other hand, lifestyle patterns have
adverse effects on our health physically, mentally, and emotionally. A few of these
are poor eating habits, high-calorie intake food, irregular eating time, long working
hours, etc. Due to a lack of physical activity with a combination of high-calorie
fast food, obesity has become a serious threat. World Health Organization (WHO)
[1] determines the criteria for obesity. For adults, if the Body Mass Index (BMI) is
greater than or equal to 25 then it lies in the overweight category whereas if BMI
greater than 30 is in the obese category.

The fundamental cause of obesity is an imbalance in the amount of calorie input
and requirement of the body. Nowadays, people are aware of the fact that there
cannot be any alternative to healthy habits. Thus, there are various approaches people
consider for maintaining the balance between their hectic working schedule and
health. Due to advancement of technology seeking help for online resources is one
of them.

Various systems are working for assisting them to maintain this balance. Food
Intake Calorie Estimation is also like one of those systems that they can consider.
It is a web application where they can know the calories and nutritional content of
food by clicking a picture of the food item which can help them to set the control on
their eating habits. This could be one of the basic steps an individual can take to live
healthily.

1.1 Literature Survey

Many studies have attempted to monitor the number of calories present in the given
food dish. In our review, we have found the following papers related to Food Calorie
prediction andConvolutionalNeuralNetworks.Wehave summarized the information
of research papers studied as below.

The paper [2] focuses on three existing works and two newly proposed methods
for estimating food calories. The first system, Calorie Cam estimates food calories
from a single food item image. 120 Japanese food images containing 20 + categories
of food were used as a dataset. It uses reference object color pixel-based k-means
clustering and grab-cut segmentation for region extraction using which they obtained
relative error of 20%. In the second system, region segmentation-based food calorie
estimation is done which can be used for multiple dish meals. Third System AR
DeepCalorieCamV2 uses the Apple ARKit framework to calculate the actual size of
the meal area by the latest Apple phones to calculate actual volumes automatically.
As compared to previous methods it improves accuracy. Another newly proposed
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method is RiceCalorieCam that uses rice grains as reference objects to calculate the
real size of the input image for which real-size annotated boiled rice photos were
used as a dataset.

In [3], a system that uses feature extractions and a classifier to predict the food
calories present in the image are proposed. They used the Food Pics dataset con-
sisting of 568 food images. The calories to be predicted were validated by a trained
nutritionist to provide accuracy in the results. Features were extracted using nine
image properties and in the classifier part, training and testing of calories were car-
ried out using generalized regression neural network. Some food calories can be
closely predicted but the other foods have large calorie prediction errors.

The paper [4] describes the prototype which can identify calories for five types
of traditional Malaysian desserts. It uses a color histogram for feature extraction
and an artificial neural network for food classification. The dataset used for training
consisted of the images taken from publicly available sources. The images from the
dataset were inconsistent in terms of background and angles. The accuracy of 80%
was obtained by this system.

Nutritrack [5] is an android-based food recognition app that uses Clarifai API In
the android environment to detect the food items with specialized ML algorithms.
The Nutritrack app utilizes a cloud-based database hosted by an android API to
support implementation. These APIs deliver precise results for detecting food and
nutrients based on the users input image.

The paper [6] uses multi-task CNN to estimate both food calories and food cate-
gories. Dataset consisted of 4877 images on 15 categories, obtained from six different
commercial cooking websites. They experimented with both single task CNN and
multi-task CNN, which showed that multi-task CNN outperformed single task CNN.
By training food calories and food categories simultaneously bymulti-task CNN, the
performance of both the estimation was boosted compared to the result by indepen-
dent single task CNN. The average classification accuracy on the top 200 samples
with the larger error was 71%.

The paper [7] proposes a method for identification of the different food items
present in the plate. The technique used in this paper is purely based on the HSV
color model. The hue, saturation, and value of the image are calculated using various
equations based on RGB color channels. The calculated values along with image
segmentation are then used to make the final detection. The GUI for the system was
designed using MATLABR2011a. However, as the detection of food was based only
on the HSV values, there were some limitations in this system.

2 Proposed Methodology

In this section, we will give brief description about the proposal of work and method-
ology to be used.

The Fig. 1 shows the diagrammatic representation of the flow or sequence in
which the process takes place. First Step in the process is Image Acquisition in
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Fig. 1 Flowchart of the proposed system

which image is taken as input to determine the calories of the food. Second step
is Object Detection in which Regional Convolution Neural Network uses Region
Proposal Network (RPN) to give proposal of various objects present in an image.
Third step carries out image segmentation from the detected Objects. In the fourth
step, object is recognized from the segments obtained in the previous step. Finally,
the calories corresponding to classified objects are displayed [8].

2.1 Faster R-CNN

Faster R-CNN is a state-of-the-art object detection neural network that depends on
region proposal algorithm to hypothesize object locations. Faster R-CNN consists of
three networks: pretrained image detection network such as VGG, region proposal
network (RPN) for creating region proposals, and a network for detecting objects
using these proposals.

2.1.1 Feature Network

Deciding which of the network configurations will produce the best performance
is debatable. Initially, ZF-net and pretrained VGG were used in Faster R-CNN. We
have used ResNet-50, a complex neural network trained on the ImageNet database
consisting of a million images. ResNet has the benefit of being faster and bigger than
VGG, so it is far more able to learn what is really important for performing tasks
such as object detection and object classification.
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Fig. 2 Bounding boxes generated for apple and banana

2.1.2 Anchors

Here the goal is to locate rectangular boxes in the picture in different measurements
and aspect ratios. Anchors are those fixed bounding boxes that are placed all over
an image with distinct aspect ratios and sizes. We can make fine adjustments to the
reference boxes by changing the aspect ratio, which is basically width and height of
the reference box. Accuracy, as well as the speed of the model, can be increased if
the correct set of anchors is configured. These anchors are defined according to the
feature maps. In this paper, we have used 256 anchors per image for RPN training.

2.1.3 Region Proposal Network

The RPN takes all the obtained reference boxes (anchors) and successfully offers
a set of proposals for objects. This is achieved by generating for each anchor two
seperate outputs. The first output is the probability whether an anchor, is an object or
not. RPN doesn’t really care to what class of object it belongs to, but whether it is an
object or not. Then this objectness score used to filter out the bad predictions for the
second stage. The second output will be the bounding box regression for adjusting
the anchors so they fit the object better than its predicting.

2.1.4 Detection Network

Input from Feature Network and RPN are used in this network, to generate the final
class using bounding boxes. It is made up of 4 Dense layers, wherein a classification
layer and bounding box regression layer shared by 2 stacked common layers. The
features are cropped according to the bounding boxes, to help it identify only the
inside of the bounding boxes. The Fig. 2 and Fig. 3 shows Bounding Boxes created
for certain images from our Dataset.
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Fig. 3 Bounding boxes generated for vada paav and samosa

2.2 MASK R-CNN

A deep neural network called Mask Region Based Convolutional Network (Mask
R-CNN) is aimed to solve the problem of instance segmentation in machine learning.
It is built on top of Faster R-CNN. In addition to the class label and bounding box
coordinates for each object, it also returns mask for each object (Figs. 4, 5).

2.2.1 Backbone Model

Many ConvNets are available to serve as a backbone model for feature extraction
and classification. After studying popular ConvNets such as VGG, Inception, and
ResNet, we found that ResNet has huge memory and computation requirements,
especially while training. However, it produces more accuracy. So, in this paper

Fig. 4 Masks generated for samosa and vada paav
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Fig. 5 Mask generated for banana and mango

to extract feature maps from the image, we used the ResNet 50 architecture. After
features are extracted from the image, they are passed as an input for the next Layer.
Region Proposal Network (RPN) and obtaining region of interests to predict class
labels and bounding boxes are similar to Faster RCNN. In addition to this, Mask
R-CNN also generates the segmentation mask.

2.2.2 Segmentation Mask

Once we have the Regions of interests for the given image, we can add amask branch
to the existing architecture which returns the segmentation mask for each region that
contains an object. In our model, a mask of size 224 × 224 is returned and then
scaled down for inference

2.3 Dataset

In this section, we will give brief description of the food dataset along with various
image annotation tools used for preparing the dataset. The dataset we have used is
a custom dataset containing about 350 images belonging to 5 different classes. All
the images used in the dataset are scraped from Google and each image is labeled
manually. Table1 shows different types of food categories present in the dataset.

2.4 Pre-Processing

Fist step in implementation process is pre-processing. In pre-processing, we used
two bounding boxes annotation tools to annotate dataset images.
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Table 1 Food type categories

Category Type of food

1 Apple

2 Banana

3 Mango

4 Vadapav

5 Samosa

1. LabelImg-LabelImg is a graphical image annotation tool. We used this tool to
manually bound input bounding boxes on the training images for performing
classication using Faster RCNN. This created an XML per image that includes
the lename, path and the coordinates of the bounding boxes so that the model can
understand where the object of interest is present. Then each xml is converted
into csv so that all the features are in eld format and it is easier to visualize and
use the data for training.

2. VGG Image Annotator-VGG Image Annotator is a simple manual annotation
software for image, audio, and video. We used VIA tool to manually create the
masks on each training image for performing classication using MASK RCNN.
Each mask is represented as a set of polygon points. Annotations are then saved
in JSON le format that includes lename, class ids, region attributes, and shape
attributes.

3 Result Analysis

In this project, we have implemented both Faster RCNN and Mask RCNN, over the
five mentioned categories. To compare these two algorithms we have used Mean
Average Precision, wherein we used images from test set and the IOU threshold was
set to 0.5, respectively. Finally, the mAP values obtained for Mask RCNN and Faster
RCNN are, 0.85 and 0.78, also shown in Table 2. Thus, we can conclude that Mask
RCNN works better for this project. The Fig. 6 displays the results generated on an
interface, for input image of Vada Pav which includes its prediction probabililty,
total amount of calories present in the image, and other nutrients associated with it.
Learning is slow inFasterRCNNas compared toMaskRCNN.Aswe train themodel,
learning becomes more slower process and it takes more time to learn and reduce
loss. Mask R-CNN, in addition to the class label and bounding box coordinates for
each object, will also return the object mask. Mask RCNN uses Instace segmentation
to get the object mask. Thus Mask RCNN generates better and accurate results than
Faster RCNN with less training.
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Table 2 mAP values for faster RCNN and mask RCNN

Algorithm mAP(Iou≥ 0.5)

Mask R-CNN 0.85

Faster R-CNN 0.78

Fig. 6 Result generated for vada paav

Fig. 7 Graphs generated while training a Faster RCNN b Mask RCNN

Figure. 7 shows the graphs generated by plotting the statistics generated while
training. X-axis denotes number of epoch and Y-axis denotes total loss. By Looking
at both the graphs, we found that Mask RCNN model produced better and more
accurate results with less amount of training whereas Faster RCNN required more
training to produce acceptable results.



444 E. Sarda et al.

4 Conclusion

We implemented two algorithms, namely, Faster RCNN and Mask RCNN for object
detection and nutrients were displayed based on the results from their output. We
developed a system that uses an input image from the user and determines the food
item on the plate and shows its nutrients in a graphical format that shows the distri-
bution of percentages of nutrients using Nutrition tables. In the comparative study
between these algorithms, we found that Mask RCNN produced better results as
compared to Faster RCNN. RCNN networks use a different approach than the one
used in traditional algorithms for object detection thus both these algorithms are
faster than other object detection approaches. Mask RCNN is built on Faster RCNN
and is thus better than Faster RCNN and appears to be promising approach.
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Comparative Study of Routing Protocols
in Vanets on Realistic Scenario
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Abstract Vehicular Ad Hoc Network (VANET) has been emerged out as one of the
most popular areas of research which gathers the attention of the research commu-
nity. VANET is basically deployed to integrate the responsiveness of widely active
wireless-based networks to the vehicles. The basic idea here is to provide the abun-
dant connectivity to the vehicles either with the help of efficient vehicle-to-vehicle or
vehicle-to-infrastructure communication link which permits the adoption of Intelli-
gent Transportation Systems (ITS). In order to design and develop a right and capable
routing protocol for the VANET, a rigorous study of popular existing VANET routing
protocols is always required. In this work, some of the most widely used routing
protocols like AODV, AOMDV, DSR, DSDV are taken into the consideration for the
comparison purpose in terms of routing performance based on a set of parameters
chosen. The purpose of this work is to explore the simulation of two real-world-
scenarios of wireless systems in VANET. The routing protocols are compared with
the help of network simulator—2 (NS 2),MOVE, SUMO, etc. The evaluationmetrics
used for the comparison purpose include PDR (Packet Delivery Ratio) and NRL
(Normalized Routing Overhead). The outcome of simulations suggests that AODV
and AOMDV are much suitable out of the four protocols for the real-time scenario
which was taken into the consideration.
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1 Introduction

Recent development and advancement in the field of wireless communication and
technology really helping the general masses in every dimension of their life. One
of such areas where change is clearly visible is the maintenance of transportation
system. With the advent of better technologies and the availability of cheaper trans-
port facilities, there has been a rapid increase in the movement of vehicles on the
road [1]. However, passage of vehicles on the allowed path is governed by situa-
tions/circumstances like congestion of traffic, speed zones, prevailing weather condi-
tions, maintenance work of roads, etc. Such conditions result in formation of the
group or cluster of moving vehicles in order to manage traffic flow in all possible
directions.

Under such situation and constraints, sometimes it is impossible for the vehicles
to maintain a direct communication link with each other by taking help of single
hop, which is related to the specified area of coverage. Such situations force the
researchers to think for the creation of internetwork by considering the node from
the different clusters. In order to manage the communication line among the out of
ranged nodes or vehicles, different routing protocols are used. It is also observed that
the available and proposed routing protocols which proved their efficiency in ad-hoc
networks are not very much compatible with the scenario exists in VANET due to
above underlying constraints. Therefore, existing protocols require certain changes
and improvements so that they can prove efficiency with the mentioned conditions
for the existing network and this makes it an area of focus for many researchers.

Till date, most of the comparisons done between protocols have been limited to
their individual characteristics and specification, and as such very less research and
analysis is done in a Real Map Scenario. By generating simulations in Real Map
Scenario, we can actually determine their productivity and efficiency under various
circumstances and find how they will actually behave in the real world.

The purpose of this research work is to highlight the importance of routing proto-
cols in two different kinds of VANET scenarios which we have taken into the consid-
eration. In order to achieve the same, we performed a number of simulations using
the NS2 simulator for various combinations of parameters.

Rest of this work is organized as Sect. 2 used to present the survey of the area
and protocols; VANET and its architecture is discussed in Sect. 3; concept of various
routing protocols is presented in Sect. 4. Sections 5 and 6 is used to present our
proposed work and results, respectively, while conclusion of this work is present in
Sect. 7.
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2 Literature Survey

Authors in theirwork [2] state the concepts ofVANETprecisely and explore the inspi-
ration behind their design and analyze the development of these protocols along with
the comparison of some different kind of routing protocols in VANET, their advan-
tages, and shortcomings of these different routing protocols, and finally pointing out
some issues with possible record of future research related to VANET routing. Apart
from these, some other issues discussed in the paper are

It explains the various distinguishing features of VANET that make it different
fromMANET along with the brief discussion of different types of routing protocols.

In work presented by the author [3], Authors analyzed DSR, AODV, and STAR
protocols using the GloMoSim simulation environment. After studying this paper,
we can conclude that it is very difficult to determine that, which three protocols
are suitable when comparison are done in ad hoc network. None of the protocol is
ideal for each scenario. Size and expected traffic load might be the good criteria to
choose a protocol for a selected network. There is a scaling problemwith on-demand
routing protocol which means the network overhead increases linearly as the number
of nodes increases.

In the paper [4], two tools are characterized by authors such as SUMO, MOVE
that permits users to provide real-world models to stimulate Vanet. The tool MOVE
is basically above SUMO that is open source micro-traffic simulator. The output of
MOVE is a model of real-world mobility and can be utilized by NS-2 and qualnet
simulator. This tool can also be utilized to understand the simulation of VANET.

In the paper [5], there is an analysis of Ad-Hoc routing protocol which is for real
time situations of VANET. After a comparative study of AODV, OLSR, and DSR in
realistic scenario of VANET we got to know that execution of AODV in terms of
PDR is well established approximate 97% in both situations.

In the paper [6], authors came up to deal with a characterization of ad hoc routing
protocols, and further it provides some specified rules in consideration to the prop-
erties. The protocols presented here are identified in accordance with their entities
by this paper.

The paper [7] gives the performance evaluation results of three reactive protocols,
namely AODV, AOMDV, and DSR in comparison with a proactive routing protocol
DSDV. The simulation has been done by using different velocities of vehiclesmoving
in different locations by changing maps.

In paper [8], authors state that the dropping rate of packet for DSR is few OLSR,
DSDV, and AODV giving back its highest efficiency. Both AODV and DSR give
better performance under high flexibility of traffic vehicles than DSDV. The high
mobility of the traffic vehicles is seen due to the recurrent link failures and also the
overhead which is foreseen in improving all the nodes within the new routing details
as present in DSDV.

DSRwhichmainly uses source routing and route caches is basically not dependent
on any periodic or time-based activities. AODV is a mechanism to prevent loops and
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to determine triggering of paths that uses routing tables, one route per destination,
and the ultimate destination sequence numbers.

3 VANET

This section contains the comparative views on conceptual fundamentals and issues
of VANET [2] structure and their properties. VANET network is primarily a form of
Mobile ad-hoc Networks, to furnish communication in between the fixed equipment
of the vehicles and the vehicles nearby, i.e., equipment’s on the roadside. VANET
or Intelligent Vehicular Ad-Hoc Networking furnishes a significant and an enlight-
ened path of using vehicular Networking [9]. VANET is basically a technology that
primarily uses moving vehicles comparing themwith the nodes in a network in order
to create a mobile network.

Every vehicle is connected with VANET device and will be a node in the Ad-hoc
network. The main functionality is that it can receive and transfer other fragments
throughout the wireless network. Driving has become more dangerous as well as
challenging due to major increase in vehicles on daily basis. Roads are confined.
There are no such protocols that are to be followed for safety distance and reasonable
speeds. Efforts have beenmade so thatVANET is to enhance and improve road safety.
In order to match this, the vehicles have to act as sensing tools and had to transfer
and exchange warnings of obstacles or—we can say—telemetric details which allow
the drivers to be more active and react fast to any dangerous situations that might
occur due to traffic cramps (Figs. 1 and 2).

Fig. 1 VANET in on-road scenario
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Fig. 2 Architecture of VANET

4 Routing Protocols

Routing in networkmay be defined as the procedure of selecting a path in a concerned
network data or traffic can be send. In packet-switched networks, routing puts packet
forwarding (the transit of logically addressed packet from a given source to their
ultimate destination) through intermediate nodes [10]. These routing protocols use
already present information that exist in the network to perform packet transferring
in the forward direction. Routing protocols can be further categorized into proactive
and reactive protocols [11]:

• Proactive routing protocols: These routing protocols infer that the information
related to routing being transferred, like the next hop being forwarded and is
maintained in the background irrespective of any kind of communication requests.
One of the advantages of the proactive routing protocol is there is no discovery
of routes as the route for the destination is stored and kept in the background, but
the disadvantage of this protocol is that low latency rate is provided for real-time
applications in this protocol. The various types of proactive routing protocols
are as follows: Fish-Eye Routing Protocol (FSR), Optimized Link State Routing
(OLSR), Destination Sequenced Distance Vector Routing (DSDV), etc.

• Reactive/Ad hocbased routing: Reactive routing flashes the route, opens only
when it is matter of urgency to communicate with one another. Reactive routing
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consists of many phases, one of them is the discovery of route; in which network
is flooded with the query packets for the searching of path and this phase will
get over when desired route is available. Examples of reactive routing proto-
cols includes AODV (Ad-hoc On-Demand Distance Vector Routing), Temporally
Ordered Routing Algorithm (TORA), and Dynamic Source Routing (DSR).

5 Proposed Work

VANET in terms of experimental analysis have no designed mechanism and thus
still in conceptual design. Therefore, we are creating a VANET simulator to meet
our requirements since the already existing tools do not meet our requirements. Our
proposed simulatorwill be able to create its ownmaps to produce distinct situations of
traffic for a real understanding of the road system. This situation consists of vehicles
having Wi-Fi tools and distinct attributes that may either be created manually or
randomly. Special events like the roads or different blocked may be activated. Many
security techniques like pseudonym changes or mix zones are triggered. The process
is extremely distinct and fully consistent at any time.

Our main aim is to simulate VANET routing protocols namely—Ad-Hoc On
demand Distance Vector routing (AODV), Dynamic Source Routing (DSR), Ad-Hoc
On Demand Multipath Distance Vector routing (AOMDV), Destination Sequenced
Distance Vector routing (DSDV) protocol with real map scenario in Network Simu-
lator 2 (NS-2) and make a relative study actually following the results of the simu-
lations [12–14]. By producing simulations in these two cases, we can actually find
their productivity and efficiency under various activities and can identify what they
will believe in the real time scenario.

This research work mainly highlights the significance of routing protocols in
VANET under distinct factors (especially through pragmatic scenarios) and keeping
a check in two other scenarios. It will be our endeavor to investigate a complete
analysis of these protocols under various parameters bymeans of rigorous simulation
test cases and the comparative analysis of different scenarios.

6 Result and Discussion

This paper contains a full simulation criterionwhich is quitemandatory for taking into
the consideration for the completion of specified objectives and also to understand
the behavior of routing protocols in Vehicular Ad-Hoc network (VANET) [15]. For
the same, we consider the realistic vehicular traces, i.e., by simulating with real map
scenario.

The map considered is of Dilshad Garden, New Delhi, India and Indirapuram,
Ghaziabad, India which are shown in the figure (Fig. 3).
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Fig. 3 Dilshad Garden Map

In order to generate the instances for the simulationwork,we need to define certain
variables which are required to be used within the simulation script for further action.
For this work, required common variables for two different locations are shown in
Table 1.

In the above table, variables with their optimal values are highlighted which
are going to be used for the simulation purpose for both the locations. According
to this, a typical simulation running time is 1000 ms. Routing protocols which
are deployed individually for the analysis purpose in each simulation are AODV,
AOMDV, DSDV, and DSR [16]. At last, UDP agent is used to define the traffic type
for nodes communication which is more reliable than TCP.

Table 1 Common variables Variable Value

Simulation time 1000 ms

Routing protocols DSDV, DSR, AODV, AOMDV

Type of traffic UDP
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6.1 Simulation Results

• Packet Delivery Ratio:

The analyzed metrics of PDR and the required values for the specified routing proto-
cols for this comparative study is presented by the help of Fig. 4 for Dilshad Garden
region and Indirapuram region (Table 2).

Result Analysis: Observed percentage of PDR (Packet Delivery Ratio) in Dilshad
Garden region are quite acceptable in case of AODV, AOMDV, and DSR but the
results obtained for DSDV routing protocol is significantly lower when compared to
others.

And it has been observed that the Packet Delivery Ratio dropped very drastically
for AODV and DSDVwhile AOMDV and DSR are offering very high PDR and DSR
gives the highest PDR as compared to all other protocols for Indirapuram region.

Fig. 4 Packet Delivery Ratio of protocols in Dilshad Garden and Indirapuram region

Table 2 Analyzed data for Packet Delivery Ratio

Packet Delivery Ratio

AODV DSDV DSR AOMDV

Indirapuram 72.87 72.22 99.9 73.62

Dilshad Garden 47.3 40.14 99.91 44.077
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Table 3 Analyzed data for Normalized Routing Load

Normalized Routing Load

AODV DSDV DSR AOMDV

Indirapuram 1.064 1.097 1.001 1.262

Dilshad Garden 1.483 1.92 1.001 2.014

Fig. 5 Normalized Routing Load of protocols in Dilshad Garden and Indirapuram region

• Normalized Routing Load:

The analyzed numerical results for the locality of Dilshad Garden and Indirapuram,
scenario from the generated trace files for individual routing protocols are given in
Table 3 (Fig. 5).

From the above given charts following inferences can be drawn out:

Result Analysis: Normalized Routing Load value obtained for DSR is less when
compared to the values obtained for other protocols. AOMDV gives the highest
NRL so it is considered worse than other protocols. The protocol which has less
routing overhead (load) is considered to be an efficient one. Here after recording the
Normalized Routing Load values for each of the protocol, and it has been observed
that theNormalizedRouting Load forAOMDV is highest, so its performance is worst
when it comes to send bulky data.While theNormalizedRoutingLoad forAODVand
DSDV decreases comparatively, then DSR offers the minimal Normalized Routing
Overhead which makes it the best protocol to be used for sending bulky data.

A comparative and detailed analysis for the popular routing protocols which is
based on the investigative metrics is thoroughly discussed. In a brief, this study
comprises two decisive factors: “Packet Delivery Ratio” and “Normalized Routing
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Overhead”. Both the factors directly depend upon the method of the formulation of
the respective models in two different scenarios.

7 Conclusion

Due to the variety of challenges in VANET especially for real life scenario we came
up with the problem of finding the better protocols that works on real life scenario.
The results obtained for the real map models outwardly remains competitive in case
of routing protocols: AODV and AOMDV. Values are obtained for PDR (Packet
Delivery Ratio) for both ranges in between 96 and 99% approximately, while, the
values obtained for Normalized Routing Load (NRL) for all participating protocols
were nearly within the same range except for DSR, which had exceptionally low
NRL in both the regions.

Consequently, in short, the end results’ values which are obtained by means of
extensive and rigorous simulation process for the specific deployable test beds are
quite balanced and realistic when compared to the real roads and traffic conditions.
Outcome of the analysis clearly establish that AOMDV and AODV clearly emerged
out as the two efficient ad hoc routing protocols, which are also found as the most
appropriate selection at the network layer of given cases, i.e., real map model in
VANET with varying traffic concentration in different regions.
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An Efficient Algorithm for Prawn
Detection and Length Identification

Chaladi V. N. Koushik, Rampilla V. N. Kamal, Channagiri Tarun,
Koya Dinesh Teja, and Suneeth Manne

Abstract Prawnfishery has been gaining vast popularity in the aquaculture industry.
But farmers fail to know health status of the prawn. Length andweight are parameters
for assessing the health of the prawn. It is usually easier to measure the length
of the specimen than the weight, and weight can be predicted using the length–
weight relationship. In this application, Faster Region-Based Convolutional Neural
Network (Faster RCNN) algorithm is used for the detection of the prawn and to draw
a bounding surrounding the specimen. Faster RCNN returns coordinates in the form
of [ymin, xmin, ymax, xmax] which can be used to localize prawn in the image.
Pixel length is achieved using the above coordinates, and pixel per metric is used to
derive length in centimeters from pixel length. The weight is achieved by applying
length–weight relation. This weight is stored in the database. A graph with weight
analysis is returned. In this work, we considered 100 images as test set and got an
accuracy of 95% and ∓2 cms approximation in length.

Keywords Faster RCNN · Region proposal network (RPN) · Length–Weight
relationship · Region of interests (ROIs)

1 Introduction

Prawn fishery is growing rapidly. Prawn production in India is about 15% of world
prawn production (indianAgro.net). It earns foreign exchange for our country. Prawn
fishery is playing a significant role in the Indian economy. Generally, a prawn takes
180 days to gain weight of 40 gm, i.e., it grows 0.23 g per day. But, farmers fail to
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Fig. 1 Prawn (Sucharita, 2013)

assess the health of the prawn with the naked eye. It is difficult for farmers to afford
regular supervision of doctors.

Based on the above constraints, here we have developed an application to find
the length and weight of the prawn which are important factors for health. Here we
used the Faster Region-Based Convolutional Neural Network for the detection and
localization of the prawns. Length is identified using localization coordinates and
weight is calculated using a length–weight relationship. The prawn body structure
is shown in Fig. 1.

A few works [1, 2] done by researchers are restricted to classification with less
accuracy compared to our technique. There is no scope for localization and length
calculation. They used edge detection, Fuzzy logic methods, and Support Vector
Machine (SVM). In [3], length is calculated using logistic regression of pixel area
and pixel length which is extremely sensitive to outliers. Our method is robust to
outliers with increased accuracy.

A prawn length is measured from its head to tail. Many assume that curved length
is taken but length is measured straight from head to tail. Prawn body has three parts:
head, carapace, and abdomen.

Cephalothorax: Cephalothorax is again divided into two portions:

Head: Head is the front part of cephalothorax. In head, there are five pairs of
segmented appendages, which are a. Antenulle b. Antenna c. Mandibles d. Maxillula
and e. Maxilla.

Thorax: Behind the head thorax is situated. Head and thorax together form the
cephalothorax. The first three pairs of appendages are maxilla like and known as
maxillipeds.

Abdomen: The elongated portion of the body after the cephalothorax is abdomen.
It is round dorsally and a bit compressed laterally. The abdomen consists of six
segments.
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2 State of the Art

Early work on the length of the prawn is done by Alf Harbiz [4] which determines the
length of the carapace using regression of pixel area and pixel length. The location of
the prawn is identified using the red component present in the image. This approach
would be useful only when the object in the image is a prawn and any object other
than a prawn would lead to wrong result. In [1, 2, 5, 6], methods for the detection of
prawn are specified but did not discuss about the length of the prawn. Those papers
mainly focused on prawn species detection. In [1, 3], detection is done based on
histogram values of the image which has less accuracy, a time taking process, and
robust to outliers which may cause a serious problem in the detection of the prawn.
In [2] method, detection was based on edge detection. In this method initially, noise
is removed based on wavelet transform, and edge detection is made based on eight
feature vectors.Work in [7–9] is the research of prawn length andweight relationship
and the conditional factor of prawns; this paper did not specify any methods of
detection of length measuring techniques but only had the research on the length and
weight.

3 Proposed Approach

This chapter consists of design methodologies used in the project. The proposed
Architecture Diagram is shown in Fig. 2.

Farmer (Client-Side): Upload Image: Farmer upload image of prawn for identifi-
cation of length.

Receive Length Analysis: Farmer receives length analysis based on this data present
in the database.

Server Side: Trained algorithm: Uploaded image is sent to the R-CNN algorithm
which is trained using the prawn dataset.

Localizing prawn: After the detection of prawn in the image, it is localized using
bounding boxes regressors. Bounding Boxes coordinates in the form [ymin, xmin,
ymax, xmin].

Calculation of Length and Weight: The length of the prawn is calculated using
image using pixel per length metric using a reference object in the image such as a
coin.

pixels_per_metric = object_width/know_width (1)

Weight Calculation

W = 0.0108 ∗ L2.6978 (2)
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Fig. 2 Proposed architecture diagram

Retrieve Previous Data of farmer: Previous data of framers is retrieved to analyze
trends of growth.

Plot graph for growth of prawn: Trends in growth of prawn are plotted using
matplotlib package in Python.

Return length analysis: Analysis of length is returned to the farmer.
The algorithm used in the application is Faster Region-Based Convolutional

Neural Network (Faster RCNN). Using this algorithm, one can localize the object
in the image. An abounding box around a trained object is returned as output. Faster
RCNN is one among the foremost distinguished object detection neural networks
[1, 2]. It is additionally the idea for several derived networks for segmentation, 3D
object detection, the fusion of measuring instrument purpose cloud with image, etc.
The Faster CNN flow diagram is shown in Fig. 3.
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Fig. 3 Faster RCNN architecture diagram

3.1 Components of Rcnn

Feature Network
The Feature Network is typically a well-known pre-trained image classification
network like VGG minus some last/top layers. The performance of this network
is to come up with sensible options from the pictures. The output of this network
maintains the form and structure of the first image.

Region Proposed Neural Network
The RPN is typically an easy network with three convolutional layers. There is
one common layer that feeds into 2 layers—one for classification and another for
bounding box regression. The aim of the RPN is to come up with many bounding
boxes referred to as Region of Interests (ROIs). The output from this network is many
bounding boxes known by the element coordinates of 2 diagonal corners.

Region of Interests (ROIs)
Region of Interests (ROIs) are regions that have a high probability of containing any
object. Faster RCNN Architecture diagram is shown in Fig. 3.

Anchor Boxes
Anchors play a vital role in quicker R-CNN. Associate degree anchor may be a
box. Within the default configuration of quicker R-CNN, there are nine anchors at a
foothold of a picture. The anchor boxes default configuration is shown in Fig. 4.

Non-Maximum Suppression
NMS removes boxes that overlap with different boxes that have higher scores (scores
are not normalized possibilities, e.g., before softmax is applied to normalize).

ROI Pooling Layer
Converts into fixed-length feature map. The RPN tries to tighten the middle and also
the size of the anchor boxes around the target. This is often referred to as the bounding
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Fig. 4 Anchor boxes default
configuration

box regression. For this to happen, targets have to be compelled to be generated, and
losses have to be compelled to be calculated for backpropagation. The space vector
from the middle of the bottom truth box to the anchor box is taken and normalized to
the scale of the anchor box. That is the target delta vector for the middle. The scale
target is that the log of the quantitative relation of the scale of every dimension of
the experimental results and analysis.

3.2 Description of Datasets and Tools Used

Dataset: It is the collected prawn pictures from Google images. It preprocesses
images using wavelet transforms and divides 80% of images to train and 20% into
the test set.

Sample Training set: For training of this model two classes are taken as class-1 that
contains prawn images whereas class-2 contains images other than prawn such as
frog, crab, and snake. The train set is annotated using the LabelImg tool which in
turn gives an XML file that consists of coordinates of the object in the image.

Sample Test set: For testing of this model, two classes are taken: class-1 contains
prawn images whereas class-2 contains images other than prawn such as frog, crab,
and snake. The training and test sets are shown in Figs. 5 and 6.

Tools Used: LabelImg is a tool programmed in python to label images for training
the model. LabelImg tool returns an xml file which consists of boundary coordinates
of the object in the image. Xml file consists of annotations.
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Fig. 5 Train set

Fig. 6 Test set

4 Experimental Results and Observations

This chapter consists of results and observations obtained by the project. The result
comprises the prawn pictures with the localization of the prawn in it. Additional to
this, we also get a graph showing the growth of prawn given and also the optimal
growth of the healthy prawn. So the result showed the weight of the prawn along
with the graph plotting its weight to the number of days.

The algorithm detects the picture and identifies whether the picture consists the
prawn, if it detects that the prawn is there then it draws a bounding box along its
boundaries. Then it finds the length of the prawn with the help of the boundaries it
detected from the bounding box. If the algorithm detects that there is no prawn in
the picture, it displays “NO PRAWN” and does not go to next steps of finding the
length by drawing the bounding box. The test set results are shown in Figs. 7 and 8.

Unknown Images
In Fig. 7, the image is not a prawn but it is a snake, so the bounding box localizes
the snake and gives the label as unknown with the confidence interval of 98%. As
the image is other than a prawn image so the outcome does not result in showing
the length. In Fig. 8, the image is not a prawn but it is a frog, so the bounding box
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Fig. 7 Snake

Fig. 8 Frog

localizes the frog and gives the label as unknown with the confidence interval of
98%. As the image is other than a prawn image so the outcome does not result in
showing the length.

In Fig. 9, the image is not a prawn but it is a crab, so the bounding box localizes
the crab and gives the label as unknown with the confidence interval of 98%. As the
image is other than a prawn image so the outcome does not result in showing the
length. In Fig. 10, the image is a prawn, so the bounding box localizes the prawn
and gives the label as prawn with the confidence interval of 96%. As the image is a
prawn image so the outcome results in showing the length along the boundaries.
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Fig. 9 Crab

Fig. 10 Prawn

In Fig. 11 the image is a prawn, so the bounding box localizes the prawn and gives
the label as prawnwith the confidence interval of 99%.As the image is a prawn image
so the outcome results in showing the length along the boundaries. The sample final
output is shown in Fig. 12.
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Fig. 11 Prawn

Fig. 12 Sample final output

5 Conclusion

In this application, we used Faster RCNN algorithm, and using this algorithm we got
an average accuracy of 95% with 100 prawn test results and ∓2 cms approximation
in length. In this research, we got better accuracy when compared to traditional
algorithms. Algorithm used in the project gave good accuracy than the algorithms
which were used earlier for detection of the prawn. Identification is also precise and
accurate. Accuracy can be increased by increasing the training dataset and adding
more features. Detection of diseases from prawn images can be also done. Need to do
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processing of water images to determine quality of water. Automatic food provision
using healthmetric is also needed to be done and providing suggestions to the framers
based on the previous images uploaded by farmers.
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